SCHEME AND SYLLABUS
FOR
COMPUTER SCIENCE AND ENGINEERING
FOR ADMISSION YEAR 2018-19 & 2019-20
SCHEME CODE- 2018CSE



Rajasthan Technical University, Kota
Department of Computer Science& Engineering

Branch- Computer Science and Engineering

Scheme Code- 2018CSE

Scheme and Syllabus for the Admission Year 2018-19

Semester Expected Academic Calendar
11X July 2019
14% January 2020
Vv July 2020
VI January 2021
Vil July 2021
Vil January 2022

Scheme and Syllabus for the Admission Year 2019-20

Semester - Expected Academic Calendar
1 July 2020
v January 2021
Y July 2021
VI January 2022
VI July 2022
YHI January 2023




" Admission Year (AY) 2015-1 [ 2016-17 | 2017-18 | 200§-19 | 2013~ 2.0
- [ Scheme Code (SC) _2015CSE_|_2016CSE | 2017CSE | 208CSE | 201%cSE
Scheme Code - ZGIS'CSE ‘ v : "

- Rajasthan Technical University, Kota
Department of Computer Scienced Engineering

ey S Schemc fcvr B.Tech.JHtdSem{Computer Science & Bng: neering) 2017- i8 ;f 5§ ‘?
_ Theory and Practical .

e C i :._ | LS :. ) .' End :
| PR RN SCHEME CODE- 201CSE | dessweek | 18 | Term | Totat

N T o | % - - exam
Course .Tvpe af L ]
code | Course

-t
w

Course - Credits | L |

. 3CSUL T IeE Eiectromcs Dev;cesand Csrcwts 4 50 | 100 | 150 -

| 3csuz 7oDEC "'Data Structures and Aigorithms 50 | 160 | 150

o sy | 3csus . | -DCC | Digifal Electroriics 50 1 100 | 150

3CSU4 ¢ | DCC -t Software Engineering 50 1 100 | 15D

" 3¢5US ¢ | DeC | Object Orented Programming 50 | 100 | 150

M|t oo e |t ] U

N [wlelw b
o |ofofe [y

1 Mathematics 50 100 | 150

;
sl
T 4| scsust | peoee | Advanced Engineering
O Wl e

Data Structures and Algorithm

3CS_U3.1*f :‘ DCC Lab’

~ . 3CSU12:'_§_ '_ pee ?algect QOriented: Prcgrammms

acsy 13 ) '.'j"é’;'C;C/lEC" Ezaebc_tronlcs i?ev:ces.and_.c_lrc:mt_s : ] : 2 | sel 25 i 75

3CSU14 -?'Q_CC,IIE_'C' Digital Electronics Lab ook He | 218507 25 |75 .

| 3csu20’

Extra-Curriculer® Discipline | 2 1 b . 50 50

Total | 26 | 17 | 2 |10 | 550 700 | 1250

uh

Pt

R ) | .: : ﬁf\t ém Scfkwﬂ 4:5?/%4“2% “'“ %’ﬂ’ roudfle //dd MY ‘?:




e

P

At [acsu

{ Adiwission Vear Y] T <3015 T 0161

2017-18

01819

..D_&{S'»Q_{) _

| Scheme Code (SC)

..20E5CSE, | 2014CSE.

201k ¢ .SE

.. Scheme Codc-201§CSE

Scheme for B.Tech.IVS

2017C8E:

_2019CSE

~ Rajasthan Technical University, Kota
Department of Computer Science& Engineering

em{Computer Science & Eng
“Theory and Practical

ineering) 2017-1 8, !

549

SEMESTER.
v

'SCHEME CODE- 2C1§CSE

Hrs./Week

End

Term

| exam |

“Total

Course-.
code .

TTypeot |
1 Course

Course

Credits | -

4CS01°

| lec/oce

‘Microprocessor and Interfaces

ra

s

B

150

bec

Discrete Mathematigd Striicture, .

100

150

ACSU3

0CC

| Linux Shell Programiming

50

100

150

| ACSUs:

DCC

o

Analysis of Alggrithm- .

I 50

100

150

AESUS |

oge

‘Computer Network *

S0

100

150"

T DecsiEe |

Printiples of Communiication -

M [wbw o] o ; :

olololoims]m

50

- 300

150

e B[ 4@011

neC

Linux Shell Programmiing Lab

50

- 25

75

A4CSU12

“Dee

Advariced Data Structureslab.

|50

75.

Tacsyi3-

| DECEC

‘Microprocessor Lab

50

25

75

405014

DCC/IEC

Communication Laly

I S PR TR MR TS Freg RO [

R ESRET R Lo

50

ES

acsuze

i

Extra Curricular& Discipline

-

50 §

50

26

17 {2

10

550 |

700,

4 1250°

5 PR L o T

Total

i

cf*u e b

lhets 30 g




Adwission Veat (AY) 1201506 | BOTETT ETVAT:

201819

12619 ~30

Seheme Code{SC) 20I5CSE - | 2018CSE B ANTCSE

WPCSE

A 8CCE

Rajasthan Technical Umvcmiy, Kata
Depariment of Computer:Science& Engineering

Scheme for B.Tech.V-Vill Sem{(}ompﬁwr Science & Eingmccrmg)

Theory and Practical
SEMESTER- - o 5 L _
5 ff’fﬁﬁ SCHEME CODE - 2018CSE ' Hrs. /Week IA | Term | Total
] exam |
Course | Typeof | S : EE
code | Course Course Lredits | i. | T | B |
SCSUL "+ DCC | theory of Computation 4 311 50 | 100 | 150 |
o i . | Camputer Architecture and : Ay N '
SEUE |70 | oveaniaatien s |3 50 | 100 | 150
SCSUB» DCC | Database Management System 3 310 P80 | 100 1 150
- 5CSU4 DCC_ | Cyber Security Management 2 i 3.1 0 50 | 100 | 150
SCSUS.X DEC | *Elective course 3 3.1 0 S0 |1 100 | 150
SCSUBX | DEC | *Elective course 2 1210 50 | 100 | 150
SCsUL1 oCe ?;if!zcat:on Cevelopment In JAVA 4 : 3 |50 a5 76
SCSU12 o f:;abase,Management-System . n 2150l 25 | =
5CSU13 | DCC | Web Pragramming Lab T, 2 1501 25 |75
5C5U14 | DCC/IEC | Software Design Lab L) |2 1501 25 | 75 |
SCSuU20. Extra-Curriclar & Discipline 1 B - 50
Total 25 | 37 | 3 | 8 |550] 700 | 1250
*Elective Course.
Coursecode | Course i
SLSUS.T Statistics and Probability Theory
5CSUS.2 Advanced Graph Theory
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3CSU1 ELECTRONIC DEVICES & CIRCUITS
MAX_MARKS(30+100)

Objtzctives_:-
T acquaint the students with construction, theory and chatacteristics of the following electronic

devices:

P-N junction diode

Bipolar transistor

Field effect transistor

LED, LCD and other photo electronic devices
Power control / -1_'cgi1_l_ato_r-__devi_ces

O Jmeid g

Syliabus:

Mobility and conductivity, charge densities in a semiconductor, Fermi Dirac distribution,carrier
concentrations and Fermi levels in semiconductor, Generation and recormbination of cha_rgeé;.,
diffusion and continuity equation, Mass action Law, Hall effect, -J_l_s_nc_tfién_ diodes, Diode a5 a ckt.
‘Element, load line concept, clipping and clamping circuits, voltage mu iti_'pliers, | ”

Transistor characteristics, Current components, Curtent gains: alpha and beta, Operating

pofntHybrid model, h-parameter equivalent cireuits,CE, CBand CC configuration. DCand AC

analysis of CECC and CB  amplifiers. Ebers-Moll model.Biasing & stabilization ~

tec-hﬂi_qu_e_s."ifhe_rn1ai'_'mnaxv_a}*,__Therm_al stability.
Small Signal Amplifiers at low frequency: Analysis d_-f_‘ BIT and.'.'E'_E"j,_ RC coupled amplifiers.
Frequency response, midband  gain, gains at low and high frequency. Miller’s
Theorem.Cascading Transistor amphifiers, Emitter follower JFET, MOSFET, Equivalent circuits
and biasing of JFET's & MOSFET’s. Low frequency €S and CD IFET amplifiers. FET as 4

voltage variable resistor.Source follower.

Feedback Amplifiers © Classification, Feedback concept; T"ran:sff’cr gain with feedback, General
characteristies of negative feedback amplifiers. Analysis of voliageser! es, voltage-shunt, current-

Oscillators C_'ia'sf's'i'f_';ca_tijon, Criterion for oscillation. Funed collectar; 1 artley, Coip‘it’ifs, _:R'C.Ph_ﬂsc

shift, Wien bridge and crystal oscillators, Astable, ‘menostable and bistable muitivibratofs,
Schmitt trigger.

TEXT BOOKS: _ _ _ ._ _ :
1. Blectronic devices & circuits theory By R L Boy_lcs_tad, Louis-

Nashelsky,Pearson Education |
2 fintegra{e_d'Elcc_tr_onics By Millman Halkias, T.M.H

REFERENCE BOOKS: | |
1, Electronic devices: & circuits By David Bell, Oxford Publications

o %/
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COURSE OUTCOMES:

Undcrstand the baszc .Electromc czrcuxtsand cempanents'
like transistors, Diodes, OP- AMP gle.

'Capable to evaiuate vanou§ frequency bands -analog’
+{ modulation techuiques, prmmples related to the operation
and cancepts of Satellite and -?mbi_lg ‘Communication

Capable 'to demonstrate; electronic  measuring
1 instruments, Transducers anci consumer Electronics

[ Mlustrate- the basic. idéa about. 'é_bmp_onexits{-ot_‘-fa-' digital
| computer, its programming, differcnt computer networks,
internet and P addressing '
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3C$U2 DATA STRUCTURES & ALGORITH VIS
" MAX_MARKS(50+100)

Objectives:
1. ‘To study various data structure conceps like Stacks, Queues, Linked List, Trees and
To dvcwii;\V'ihe__appii'catim's of data structures. _
Tobe famitiar with utitization:of data structure techniques in preblem solving.
To have a compreliensive knowledge of data structures and relevant algorithms.
To carry out asymptotic analysis of any-algorithm ' o

T

Syllabus:

S Asymptotic nofations: Concept of complexity of program, Big-Oh, t_'}.Cta,.-'Om@gﬁ&_.ﬁﬁﬁmﬁﬂﬂs.

g  andexamples.
Linear Dala Structures: ‘Array and its storage '_t‘e‘preSen‘tatib‘n_, sparse matrices. stack, queue,
dequeue, circular queye for insertion and deletion. .

Evaluation of expression ininfix, postfix & prefix forms using stack. Recursion.

Linear li_nkecjslists:t singly, doubly and circularly connected linear linked fists- insertion; deletion.
atf .f'_ro'm--be‘g‘_i‘ﬁnin'g-andany point in ordered or unordered lists:. Comparison ofarrays and linked
lists as data structures, various impi’ememations of Linked fist.

Searching: Sequential and Binary search

Sorting: Insertion, quick, heap, topological and bubble sorting _a_lgori't__l{ms_._.

. o~ Non-Linear Structures: Definition of tree, binary tree, tee traversal binary search tree, B-tree
R B+ tree, AVE tree, Threaded binary tree. ] |

@

r.cp‘res@fn_’t_a_ti_jq_ﬁs-:D'e'p't:h- fiest. and breadth first traversal of graphs,

Graphs: Definition its various _
gle destination shortest path al g__otithms.

’ s_panni'ngﬂtr_c_e,_:S_irigie;_'_s'o.urce sin

TEXT BOOKS |
1. Data Structures in C[C_—i-fi:,__-"f_a'nclibaum,_ Pearson’
2. 'Data Structure and Algorithrus, Pai TMGH

REFERENCE BOOKS

L Anintroduction to data structutes wit
‘2 Data Structures in C/Ci, Horowitz, Sawhney, Galgotia
3. DataStructutesin Cot+, Weiss, Patson :

h applications By Jean-Paut ’grem'bl'ay-, P. G, Sorenson,

3 i
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COURSE OUTCOMES:

ToUnderstand and Examine
| of any algorithm. _
CO2 | ToEvalugie'and Analyse the implementation and
application of various ADTs such as Stack; Queue

etc. :

asymptotic analysis.

"CO3 [ To Design tree based data siructurés such as
B’in‘ar_.y Tree, BST, AVL Tree etc and
Applications of it.

04  |To Design and ."Imﬁ»!emenz graph and hashing
based data S§mc_ft;re._'
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multiplexers, encoders, decoders and demulupiexers‘

Registers: buffer I‘_C_*._gls_ter, shift rcg_;_s_t_er

'TEX’I‘ BOOKS
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Scheme Code - 20H§CSE.
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3CSU3 PIGITAL ELECTRONICS

MAX_MARKS(50+100)

Objectives:
To identify various number systems and work with Boolean Algebra.
To understand various logic gates and their technologies :
To understand the working of combinational circuits and learn éiieir-design"doncepts
. To learn working of various. lypes of flip. ﬂops used for des:gmng I‘EngtEi‘S and counters
and other sequcnnal cirenits,
5, Toleamn equavalcnce of a circuit de51gn and Boolean al gcbra and use it to optimize the
design

Calitcal ol

Syliabus:

Number Sysiems, Basic Logic -Gates &Boolean Algebra: Binéry Arithmetic & Radix
represcntataon of different numbers. Sign & magmtudc rcprcsentat[on, Fixed pomt
representation, complement notation, various codes & arithmetic in drffercnt codes & their inter

“conversion. Features of logic algebra, postulates of Boolean algcb;'a Theorems of Boolean

algebra, Boo!ean finction. |

i

Derived logic gates: Exclusive-OR, NAND, NOR gates, their block dlagrams and' truth tables.
Logic diagrams from Boolean expressions and vica-versa. Ccnvicrtmg logic dlagrams to.
universal logic. Positive, negative and mixed logic, Logic gate’ coaversion.

Mm!mizanon Techmques Mmtcrm, Maxterm; Karnaugh Map, lfi. ‘map upto 4 variables,

Simplification of logic fiinctions with K—map, conversion of truth zablcs in POS and SOP form.

Tncomplete specified. functions. Variable mapping, Quinn-McKlusky nzmtmazat:on techniques.

L

Combinational ‘Systems: Combinational logic circuit, de51gn half antl full adder, subtractor

Binary serial and para[]el adders. BCD adder. Binary. muitiplier. Decoder* Binary to Gray
decoder, BCD to decimal, BED to 7:segment decoder. Multzplcmr, déznu%hpiexer, encoder,Octal

o binary, BCD to excess-3 encoderDiode switching matrix. Dc‘;lgn of logic eircuits by

Sequenual Systems: Latches, flip-flops, R-S, D, J:K, Master Slave flip flops. Conversions of
flip-flops. Counters: Asynchmnous (nppie) synchronous andsynchronous decade counter,
Modulus couriter, skipping state counter, counier design. Ring countc_r_. Counter applications.

- Digital Logic and Computer Design By M. Morris Mano, Pearson PPt
2 D:gttai circuit design By S. Salivahanan, Sarivazhagan, Vikas publications. Q@[\(ﬁ N
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‘Scheme Code~2018CSE

REFERENCE BOOKS
1. Digital mtegraled electromcs, By Herbcrt Taub Donald. L. Schi ling, TMH
2. Modern Digital Electronics’ By R.P; Jain, TMH '
3 Fundamen{a!s of Digital circuits. By A. Anandkumar, PHI
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| To identi
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1 Boolean algebra,

mimber systems and work with |

To unders_.fand'varidus To
technologies

Z1e gates and their

o4

co3

| "S.ma.cmas_:hpi_iia-bs.-.ab.ré":o-idenﬁfy_;-ana_iyzeaad

design _cpmbin_afi'bn'al*cirq
FrRsig !
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' and asynchronous Sequentisf cireuits,

ggn-vaﬁous-syncamnaus

€05

{ Boolean algebra and uge i

Tolearn equivalence oF o

clircuit design and
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Objectives:

Comprehend software development :!'_i'fe_-cyc[e;
Prepare SRS document for a project |
Apply software design: and development techn iques,

Implement testing methods at each phase'of SDLC.

Syllabus:

Introduction - 'Ev_q_l_v'in'g-_ro_le_o'f software, Softwaré a crisis on the
Software engineerin g layered technology

Software process: & _Soﬁware-'p_;oces_s__ models., The' linear seduentia

model ,The

. 3CSU4 SOFTWARE ENGINEERING

Analyze and-fA‘pp'Iy project management technigues fc_ir a case study

20 {'SC’.SG'

MAX MARKS(50+100)

Identify verification and validation methods in a software engineering project.

Fipfi_z_fojn’,- Software Myths

I model [ The prototyping

RAID model , Evolutionary models , Component based de\}cl_opmen;-.,_--’rhg_ formal methods

model , -
Fourth generation techniques

Project management concepts; Software Process and project metrics, Software project planning,

Software projc_ct_-‘csti'mation_; Risk -r_n'anag_e_mcr;;;.-RMMM plans’

Project ‘scheduling and tracking,

Software quality assurance,
management, ;

|Software configuration

Requirement _analysis-software prototyping-Specification: Review Analysis modgling, Data

modeling-functional modeling

% _B.ehaxﬁa{al modeling- Data dictionary. Design concepts and principles,

design heuristics, Design model, Documentation

Effective modular design,

Software design-Software architecture, Data designing; Z&ré_f_}_z_':i'e_ct:_u_r_a_ij styles, Transform mapping,
Transaction mapping, Refining architectural design User interfuce design, Componerit level

design

Software testing techniques-White bt_)x-.and black box testing; Ur’xit--ics’t_i}_lg-,.'int_égta_tin_g testing,

validation technique, System testing - debugging

TEXT BOOKS o
L. Software Engineering By Roger S. Pressiman; TMH
2. Sofiwa rg-_Eng_ineerig g By lan Sommerville:

g .,
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Scheme Code - 2019CSE

REFERENCE BOOKS

1. Software. Engiﬁeerih‘fgﬁ Fundamental By Al i--'Beh'ﬁ_irqoz;-__Fred_c_riék

University Press

2. Soflware Engineering Concepts By Richiard E, Fairley (Mcegraw-}

20}CSE

il

2olbcse

J Hudson, Oxford

e
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COURSE OUTCOMES

{ Understand the basic implé mcntanon model-SDLC
| and lis'types

{ Hlustrate the process of SRS docunient ofa pro_lcct

Capabie to apply 1mp!emcmatzon process. of
validation and verification: methods in software
project; - . §

‘Capable to implement 1estmg techniques on SDLC |
‘phases,

:-Analyse aud apply pm_;ect mﬁnag_ém_:_:nt_'_t_eéhnqu:és-o_n_ :
real time prowct :

ki
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2. Mastering C++ By K.R:Venugopal, TMH

L

Admission Year (AV) | 2015.16_| 501617 |~ 56715

561819 T

- Schemeé Code (SC)

2015CSE_ | 2016CSE | 2017CSE

Scheme Code -2018CSE

201§CSE

-3(:_5115_ .()BJEC'T' ORIENTED PROGRAMMING

T 20|8CSE

: .:M-Ax;MARKS(sofmﬁ);

Objective : The objective of this course is 10 provide knowled ge about programming basics that

might be useful to. B.Tech. Computer Science and Information Tec

hno_l'qu"_s'_tu_c_i_a:j_'t_', in more

practical ‘manner. These. programming skills often occur in practical- engineering problem of

Computer Science student.

Sy!:la_b_u_s_:

Intraductxon to- programming paradigms- (Process oriented and Object oriented). Concept of.
-object; class, objects as variables of class data. type, difference in: struicmres and class in terms

of access to members, private and public Basics of C+d: Struc
mtroducuon to-defining member functions within and outside a class,
class, creating objects, constructors & destructor functions, Imtlahzmg

ture .of Ci+ programs,
keywaord using, declaring
member values: w;th and-

without use of constructors, srmpie programs to. access & manipulate data members, cin and:
cout functions. Dangers-of returnmg reference to a private data mcmber, constant objects and

members function, composmon of cEasses, friend functions and cla
creating and. des{roymg objects dynamically using new.and dcietc oper

Static class members; menibers of a class, data & function members
Data- iudmg, Encapsulation, data seounty

Operator overloading: -Eundamenz'a'ls_-, Restrictions; opérator functions

sses, usmg this: pointer,
Ators.

‘Characteristics of OQP-

as: class mambers v/s as

friend functions. Overloading sfrea‘m--f'un‘ction_,__ binary operators and unary. operators,

Inheritance: Base classes and derived classes; protected members,

relationship ‘between base:

ciass and derived classes, constructors and destructors in derived classes, public, private and

pmtectcd inheritatice; relationship among- objecls in an mhcniance h
virtual. functlons -and dynamic binding, virtual destructors,

TEXT BOOKS:

.. How to Prograim C++, Dietef, Pearson

REFERENCE BOOKS

1. Qb}e@;_t_ Oriented Programming in C++ By Robert Lafore, Pearson

2. Object Orfented Design & Modelling, Rambaugh, Pearson

[ JR

TR

erarchy, abstract classes,

. Multiple inheritance, virtual base classes, pointers to-classes-and class menibers, multiple class
‘members. Templates, exception handling. ;

2ol
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Scheme Code (SC) | 2015CSE | 2016CSE | 9017CSE | Z0CSE | b0l EcE

Scheme Code - 2018CSE o CHE e
COURSE OUTCOMES:

Recollect thc dszerept programmmg ‘paradigms |
and their structure.: ;
CO2 | Analyze d};nan‘uc§ memory management:
‘| techniques and apply gusmg pointers, constrictors,
destructors..
CO3% | Describe the conccpt of ﬁmctmn ovérloading,:
- | operator ovcrloadmg, virtual functions: and
= polymormphism to solve complex problems. _
€04 | Classify inheritance with the understanding of |
| early and late bmdmg and design sclutions.-
€05 | Design solutions for exception handiing.

|
|
|
i
|

S

| e PR B . i |
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engineering| problems of computer science students,

‘Syllabus:

[ Admission Year (AY) | 2015-16_ | 2016-17 1_ 201718 201819 _ gpi}}'—*— Yo

Scheme Code (SC) | 2015CSE | J016CSE | 2017CSE P -
Scheme Code - Z019CSE LI o T R

3CSU6 ADVANCI‘JD ENGINEERING MA’I‘HEMA’I‘ICS
- MAX_MARKS(50+100)

Objective: The objective of this coutse is to provide tools of Mathematics that might useful in B.

Tech. Computer Scienge and Information Technology: students in more practical manner, This
course.is meant to provide grounding in Statistics, Transform and Numerical Techniques that can
be appi] ied in modeling processes and decision making, These technigues. often occur in practical

Randoin ‘Variables: Discrete-and Continuous random variables, 30}m “distribution, Probability
distribution function, conditiona) distribution. :

Mathiematical Expectatlons* Moments, Moment Gcneratmg Funetlons-,___ varignce ancd correlation
coeffi cients, Chebysbev s Inequality, Skewness and Kustosis.

Binomial distribution, ‘Normial DlS{rabuuon Poisson Distribiition and their relations, Liniform
Distribution, Exponenuai Distribution.

Cormlaﬁon Karl Pearson’ s coefficient, Rank correlation, Curve fi nugg Line of Regression.

Laplace Transform: Definition and existence of Laplace Transform, Propemcs and Formulae,
“Unit Step Furiction, Dirac Deilta Function, Heaviside Punctmn inverse Laplace Transform,
Convolution: theorem, Application of Laplace “Transform to Ordinary Differential Equa‘uon,

So!utlon of Integral Equations.

Interpoiatmn Diffcrence Operators- Forward, Backward, Ccntral Shift and Average Operators,
Newton's. and Gausss: forward and backward interpolation formulae for equai intervals,
Stirling’s Formula, Lagran ge Intcrpo!auon Formula, Inverse Interpa ation.

'Numeric_al"Dfi’_ﬁhrcn_tiatioh;by'I'_x‘_cwron_ s, Gauss’s and Stirling’s Eorsra_uia_.

&

Nusmierical Integration: Trapezoidal Rule, Simpson’s 1/3 and 3/8 Ru

Nurmerical Solution of ODE of First Order: Picard’s. meihod Euie: 5 methcd',__ii\?iodiﬁed ‘Euler’s
triethod, Runge-Kutta method forth order method, Miltie's Method.

TEXT BOOKS:

Probablhty and-Statistics; Schaum's Outline Series, Murray bplgg_c"i; John Schiller, R.
A!uSrmlvasan, McGraw Hill Education; 2010. )




5015416 1

& Bartlett India Private Limited, 2011,

'REFERENCE BOOKS:
1. Advanced Engmccrmg Mathematacs, 4" Bditions; Jain and

2014,

2 Advanced Erzgmeermg Mathematics, Denis Zill and Warrq

2, Higher Enginecring Mdthematics, B, V. Ramana,” 1* Editic

2015
Schaam sz’me Series; 2011,

CL Fifth Edition, 2010

Ea

H
;
B

14

S -Imroductmn to Probabi lzty and Szat:stlcs Seymour: Llpscht

6 lntroducuon to Probability.and Statistics for Engmeers and

r
!

AdmissionYear(AY) s . 2016-1? : 202?’ 18 20 13- 19 1-0{3-‘ :LO .
_Scheme Code (8C) 2015CSE 1. 2016C8E | 2017CSE | 20189CSE. 2OI8CSE
~ Scheme Code - 2018CSE T 2l
!
i

n Wright, pg 207 t0 251, Jones
3. Introductory Methuds of Numerical Analysis, S. S. Saslry,iPHI Lerning, 2012,

Iyengar. Narosa Publications.
n, McGraw Hill Educarion,

3, 'Engmeerm g Statistics; Montgomery, Runger and Hubele; W:!ey Publication, 2014,
4. ‘A-First Course in Numerical Methods; Uti M Asher and Chen Greif, SIAM Publication,

tz-and ;.I_tjihn J. Schiller;

Scientists; Sheldon M. Ross;



Adission Year (AY) | 07516 | 201617 | 0058 T TR T A5G
{ SchemeCode (SC) | 7015CSE | _2016CSE_| 2017CSE | 120CSE | 2o o —
Scheme Code -2018CSE T T
COURSE OUTCOMES: |

Leaming different tc:chmqu s and classification of
B Opnmxzatzon probiems.
[E Co2 Fom:lulatxon of lmcar progranumng ‘problems, |
vnderstand  different methods and apply on |
i _ | different type of problems. .
3 1 CO3 Discuss Mumber lheory and-Algebraic structm‘cs '
E 1 3CSU6 {(Definitions; property:and Elementary operations).
L L i CO4 I Understand Laplace transform and its properties.
erfl COS | Derive  numerical { methods for  various |
T mathematical operations and tasks, such as
L | interpotation, differennatzon, integration, the|
E solution of linear and nonlmcar equations, and the |
T . solutzon caf d1f§‘erenha1 equations.
- s
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T Admission Year (AY) | 2015-16_| 2016:17. | 200705 L T 301505 T 351936

1 Scheme Code (SC) [ 2015CSE | _2016CSE | 2017CSE: s 7 .
‘Scheme Code - 2016CSE = AUUTCSE | 20I6CSE | 20THCSE

3CSU11 DATA STRUCTURES AND ALGORITHMS LAB:

MAX_MARKS(50+25)

Objectives:

1. To implement concepts of linear data structures like Stack an}:i Quete:

2. Toimplement various Sorting and Searching Techniques. '

_ 3. To learn programming same problems using both arrays and pointers.

i 4. To.'i_mp}emént'c_bncep.t.s' of non-linear data structures
. ? _

_Ligz_.of.jExQeri;menfs;

o I Write a simple C program on a 32 bit compiler to understand the. concept of array storage,
= “ size of a word. The program  shall be written illustrating the concept of row major and

column major storage, Find the address of element and verify %i_t'wit-h the theoretical value.
~ Program may be written for arrays upto 4-dimensions. | K
2 Simulate a stack, queue, circular queve and dequeve using a one dimensional ardy as
storage elenient. The program should implement the basic addition, deletion and traversal
5 operations. | :
o 3 Represent a 2-variable. polynomial using. array, Use this representation to implement
e addition of polynomials. ' P '
4 Represent 2 sparse matrix using arcay. Implement addition and transpesition operations
using the representation. A B
.. 5 Implement singly, doubly and circularly connected Jinked lists illustrating operations fike
addition at different locations, deletion from specified locationsiand traversal,
Repeat exercises 2, 3 &4 with linked structure,

6

- -7 Impie'mem'atibni'ofb'ina_ry teee - with 'o';;era{ibns.li'kc'-addi'tiqn:, deletion; traversal,
8 D'e'pt_h'_-ﬁ'rst"an'd ‘breadth first traversal of'g_'_raphs' represented u‘_si;)‘g'.-aajac‘{:r__zcy.':'ngxﬁg._and._l:i__s't._
g

Implemeitation of binaty search in airays and on linked Binary Search Tree.

10 Implementation of insertion, quick; heap; topological and bubble sorting algorithins.

.......

Jé s
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Admission Year (AY)

2015-16 201617 | 201718 1| 201519 T 2018 <30

“Scheme Code {SC)

Scheme Code - 2016CSE

3csuLL

COURSE OUTCOMES:

2015CSE 'ZDIECSE_' . 2017CSE. ZHBCSE | 201 HCSE

Describe basic concepts of Function, Array and.
1 Link-fist.

TO2 | Undersiand hiow sveral fundamental algorithms.
work particularly, those concerned with. Stack,

‘Queues, Trees and various Sorting algorithms.

CO3  |Measure the performance of various algorithm

used overall in the syllabus, L

CO4. | Design new algorithms or modify existing ones for
new applications and ‘able to analyze the space &
time complexity.




{"Admission Year (AY) T G I A R TS G B T O W T o Yo

_Scheme Code (SC) 201SCSE | 2016CSE | 2017CSE " [ gnWacss T
Schems Code - 2019CSE = WECSE [ _201Bcs€

3CSU12 OBJECT ORIENTED PROGRAMMING LAB

MAX_MARKS(50+25)

Objectiver The objective of this cotirse is to provide knowledge about programming basics that
might be useful io B.Tech. Computer Science and Information. Technology student, in more
practical manner. These programming skills often occur in practical engineering problem of
Computer Science student. | N

Sy_!labus:

m 1. To wrﬂe a s:mple program for understanding of” C++ program structure without any
-~ CLASS declaratmn. P‘rogram faay be based on snmpie input output, understanding. of
ey keyword using: |

~ : 2. Write a C++ program to demonstrate concept of declaratmn of class with pubhc &
 private member, constructors, object creation: usmg constructors, aceess restr:ctlcms,
defining. member functions within gnd ocutside a class. Scope resolution operators;
‘accessing an: object’s. data members and functions through different type of object handle
name of objeet, reference to ob_[ect__ pointer 1o ubj_ec_t_ ass&_énx_ng_ class objecis to each
other. ) ’

3. Program involving muftiple classes (without mhcntance} to accomphsh a task
- Demonstrate composition. of class.

R

4, Demonstration Friend function friend classes.

§ _Dcmo;i_s_t_r_a_ti'on:dynamic:.memory'mana‘gcment-using"ne-w._&'dc_:’l_éte-&';siatic-clas_s-
- members,

6. Demonstration of restrictions an operator overloadmg, operator functions- as member
function and/ or friend function, overloadmg strear insertion and slream extractmn,_
& operators, overloading operators etc.

e

7. Demonstrator use of protected members, public & pnvate protecled classes, multi-fevel.
< inheritance ete. _

8. Demoistration of exception handling:
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[ Bcheme Code (SC) | 2015CSE | 2016CSE | 2017CSE | 20CSE_| 20]BCSE.
.« Scheme Code - 201§CSE ' . e

COURSE OUTCOMES:

e Analyze complex problems and develop solutions
using objects and classes.

a | Programs to demonstrate the implementation of
-~ friend function, construciors and destructors
Evaluate operator ovcrloadmg using unary’ and

i 3CSU12 ‘binary operators.. |

R . ;&naiyse and nnplemez}t algorithmic problems

j Jincluding inheritance, and poiymorphism.

8 L‘xplcrc the concept oj;‘ Templates gnd. nnplcment
o~ AT -exception handling

- ) ‘

) 19 b

T 1.
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; ;Kdmissie'n Year (AY) 2015-16 | 2016:17 | 201718
Scheme Code (SC) | 2015CSE "'2016_CSE, 2017CSE | 12018CSE B0)BCsE

Objectives:

201819 | 201820

Scheme Code - 2015CSE

"1 Understand the nature and seope of modemn-electronics,
Describe physical models.of basic componcnts

r

’_desz gning ampll{' ers, ADC converters efc..

3CSU13 ELECTRONIC DEVICES AND CIRCUITS LAB

MAX_MARKS(50+25)

3 Design and construct simple electronic circuits to accomplish a spemﬁc function, €.g.,

4 Undcrstand their capaballtles and limitations and make decis! ons-.mgarding-thei'r best

_. utlhzauon in a specific situation.

List of Expenments

1. Plot V-1 characteristic of PN jul‘lCthI‘l diode & calcuiate
Saturation current and static & dynamlc resistances.

cut-in voltage, reverse

2 Piot V. characteristic of zener diode and study: of zener diode as voltage regulator.
Observe the effect of‘ Joad changes and determine load hmtts of the voltage regulator.

3. Plot. frequency response curve for single stage amplif'er and {o- determine gain

‘bandwidth product.

4. Plot drain current -drain voltage and drain cutrent — gate bias (‘Qh‘arz{xc_tgfigﬁcs___Of‘_:ﬁg{d

effect transistor and measure of Idss&Vp

5. Application of Diode as clipper & clamper

6. Plot gam— ‘frequency. chacacteristic of two stages'RC coupled amplifier & calculate

its bandwidth and compare it with theoretical value,

h-parameters.

7. Plot _g'ai'n; frequency characteristic of emitter follower & find outlits _i:_'apﬁu'f and output resistances.

‘8. Plot input and output characteristies of BJT in.CB, CC and CE configurations. Find their

9, Plot gam~frequency characteristics of BJT- ampixﬁcr with and without negatwc feedback in

the emitter ¢ircuit and determine bandw:dths, gain bandwidth prod
and-without negative feedback.

ucts and gains at 1kHz with

190. _'Piot- and study the characteristics of small si ghal amplifier using FET.

11. Study Wein. ‘bridge oscillator and observe the. effcct of vanat:on

inR&Con

asczliator frequency
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Admission Yoot (AY) | 2015-16 _

2016-17

2017-18

201510 -

;20'65210' —=

“Schems Code {SCy__ | "2015CSE

T2016CSE

2016CSE.

-Sc'heme;;(:'o_'dc ~2019CSE

2017CSE

13. To plot the characteristics of UIT and UJT as relaxation,

14. To plot the characteristics of MOSFET and CMOS.

12. Study transistor phase shift OScili'a_tn_r-'and observe the effect of -;r_ari‘zjation' inR&C.
on oscillator frequency and compare with {heoretical value:

':Q.OI'&C;S(E” e
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C dmision Year (AY) S01506 | 2016-07 | 201718 | 201819 [2Q(9-29

~Scheme Code [SC) | 2015CSE | 2016CSE | 2017CSE | “20MCSE 3 ZotBCsC.
Schome Code - 20/8CSE T T

e S S S S

CGURSE OUTCOMES

1 Tustrate the nature and
electromics.

scope of modemn

€02 | Understand the basic components of electronics
devices.

co3 Iznpicment the design struc{urc of specific function

_ e, des:gmng arnphﬁers, ADC converters ete.,
€04 | Analyze and compare their capabilities and
limitations and make decisions regarding their best
utilization in  specific situation.

e,

{



' Objectives:

i

T 51708 ]

701810

sola~5a '

o116 1. 2016-17

ZOISCSE [ 2016C5E 1 .-ZQLTCSE 1 20

T T

Understard electrical conductiontin solid state’ materi'a'ls
Analyze and design de-and switching circuits contalnmg
Analyze .a_nd_-'dc'sig_n-_qombmanonal logic
Develop skill .wfxth-'compu{er—bascd circuit simulation

B b

Listof Exper:ments

1. To vertfy the ruth tabics of basm ogic gates: AND, OR, NOR, N

‘e touth table of Ex-OR, Ex-NOR (For 2,3, & &inputs using
2 To verify the ‘truth teble of OR; AND NOR, Ex-OR, Ex-NO
‘using. NAND & NOR gates. i
3To. reahze an-SOP and POS exprcssmn j
4To realize Half. Adder/ Su
verify thcw_lmth tables.
& To realize a 4-bit Ripp
Full Adder/ Subtractor.

6 To verify the. truth table of 4-to-1 maultip
using basic gates oniy. Also to construct and 8-to-1 iultipiexer @

blocks of 4-to-1 multiplexer’ and 1-1o-4 demultiplexer
7 Design & Realizea combmatxonai circuit that will accept d 2421

le Adder/ Subtractor using basic: Half A

3_(:.$U_1'4-p_:(§x_mL ELECTRONICS LAB

MAX_MARKS(S0+25)

diodes and transistors
c czrcmts at the fransi slor fevel

AND, NOR also 10 verify

gotes? \with 2, 3, &4 inputs).

R realized

biractor & Full: Adder/ Subtrastor using] NAND & NOR gates and {0

i

dder/ Subtractor & basic

texer and 1-to-4 demuiﬁplexer Reatize themultiplexer

ad 1-to-8demultiplexer using

BCD- code and drivea Tk -

312 seven—segment dxsplay

8 Using basic logic gates, 1ea

) verify their truth table
9 Construct. a dmde by 2.4 & 8 asynchronons counter; Consti

ring counter-for a partlcular cuiput pattern. using. D flip. flop

10 Perform. mput!outpu
using clock. Also. exercl
Note: As far 25 possible, the experiments:
experiment Nos. 1-4-are to be performed on. ‘pread board only.

tize the R-8,4-K and D-flip flops Wit]

3 te

h and withiout clocksignal and

¢ o 4-bit binary counter-and

{ operations on paraiiel infParaliel out and Serial in/Serial out. registers

se loading only one. of muitzple values. mta
shaii be performed o bread poard: However,

the rcg:ster using multtplexer
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“Admission Year (AY) | 2015-16 ]
“Schome Code(5C). | 2015CSE |

2016CSE.

I7CSE.

T20IBCSE |

a0l BES &

Scheme Code - 201§CSE

-_ceﬂ_g_sE_i-eiUTCbMES:'

J Leatn =_ﬂ1'cf'Basi_._q'§ Logic gates-and realization
oflogic gates | '

H

TConstruct basic combinational circuits and
{ verify their functionalities

T Apply the design procedures to design basic
| sequential circuits

Tmplementation of counters, shift registers.and
1 testing of their functionality

QY &




SYLLABUS

Semester IV

Branch CSE

Admission Year 2018-19 2019-20
Academic Year 2019-20 2020-21
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“ehome Code {SC)

P em Code - 2015CSE

. "E"_

4CSU1 M]fCROPRQC.E_S_SQRAND 'mfrm{f#ml;s

| MAX, MARKS(50+100}

%

b

Objective: :

1. "I'a}_pr_ov_ide__'.th_co;%eticai_ & practical introduction to imicrocdn,tr_ollc_{'s;and IICroprocessors.
2. Techniques of assembly langlage pmgramming.
3, To ;_mders_té;nd design of hardware in'tg:r_facing cireuit.

4 Design consi rocessor systen.

derations of microcontrolier and microp

i
i

8085 'Micro_f)roqc_s"spr -A;_r_tii_l_tecture_, pin
de-multiplexing of

Syllabus:

1’r_1tf6‘dg_1_ct__i_ojn_ t0. Microprocessors, ‘microcontroller; : _
description, Bus concept and organization; ‘concept of miultipleXing and -
buses; concept of static and dynamic RAM, type of ROM, riiemory map.

signals, Classification: of ginstruct'ion, Instruction: st
'Prpgifamrri'ing.-'!fcchn;‘:g’us,-

Software architecture registers and $ig ti
i‘-_‘rogra_mmin_g'and Debugging, |

addressing modes, Assembly Language:

' "'insirtig'tio_n Format and timing.
an g.u8._83:'PIOQfammlllg;_-'QO.ﬁnief and tim@--dcl?‘;)f’-;*t_y_pGS'_of Interruptand their
' 8259 p.t_c_agrammahle_. interrupt _;:cn‘tr.ollcr;_; Macros,
les; Mcmory interfacing.

Advance Asserobly Languas

uses, RST instructions and theft USSS, Te0)

subrouting; Stack- implementation and uses with examp
s §. R i

facing;, 8253 ‘Progtammable Peripheral Interface, 8254 programmabie

9279 Key board/ @i‘sp.i ay interface.

3_'('18'5 ‘Mictoprocessor i‘me‘r
{ 'inp'utfqutp'ut.dev-icc; _

‘Interval timer; interfacing ©
Micrdprocgsscr Application: Intecfacing scanned it;_g}tip_l'c'xe'd_'disﬁ_}a}: and liquid: erystal display,
Interfacing and Matrix Ke_yboar_d, MPU Design; USART 8251, RS§232C and RE4224; Paraliel
interface- Centronics and 1EEE 488: ;

; i
TEXT BOOK
1. Microprogessora ith the 8085 By Ramesh-S-
Guonkar

'r.c_i'litectu:e,...prc_gramm_i_r;g,_-and appfific_a_tipns_.l\'a

REFERENCE BOOKS
1. Introduction to Microprocessor By Aditya P Mathur, TMUH
2. 'Micrhpfac@ssor-&-I.nte_r_f_apei_ﬁg By Douglas V . Hall, TMH

3. M.icrdpwcessor--&_ peripheral By AK.Ray, KM Bhurchandi, TMH
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~ COURSE OUTCOMES:

T

Doscribe 80

35 c}gm_:cm'and'- PrOGEaMMIng
in assembly Janguage. '

coz2

-addressing modes.

-Disc_uss-dii}“arcn'_t’t}?p_es_of-in'slructio:xét_:zﬂan&-- |

H

COo3

To apply concepts
pc;_iphcmi-d:viccs

of interfacing piemory and
10:2, MICTOPIOCEsSor.

co4

" | To analyse differc

miCroproccssor.

At applications of

£
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3. How1o count some different types of discrete Sructures;.
4,

4CSU2 mscaETE_.MATHﬁMATiCS_ STRUCTURE
| MAX_MARKS(50+100)

Objectives:

-’S'omc;i_‘imd_am'cntal mathernatical concepts and terminology;
How to use and analyze recursive definitions;

“Techniques _fo_r-'qonstmc_tinjg-mathcmaticai proofs, illustrated by

examples. | . ;
: -

discrete mathematics-

i
!

_Sg'}_’._l_ial;as

Set Theory: Definition and types, Set operations, Partition of) set, Cardinality ‘(Inclusion=
Exclusion & Addition Principles). . e ' o
: on, Matrix’ of Relation, .Digréph_ of Relation, Properties of
'.Re_iatj_ons,_-Equii?al_cn_ce-;rci'a_'t‘s_on_s' and partition, Equivaience Class; The Connectivity Relations,
Qperations on Relations, Closures of .Reiali_on,'T’r_an_sitivc-C.!Q.Surc-;-Wars_hai}_‘s- Algorithm.,
E_i_x‘nf;tions: CQ.H'O_Bpi,' Some -_S__peci_al. Functions: (C_h‘a‘raclﬁ_r's’s_tic, :_Flo_er & '-'Céi'l
Properties of Functions, The pigeonhole

:_E:uﬂc__ti()ns.

Relations: _'Dcﬁﬂitieﬁ_‘,__ﬁi‘nary_ Relati

; ing .F_un_c__tig:is_-),-
&Generalized P-'fggo_nhéi;:“P.i'.inc'i:ples, Composition of

Language of Logic: Proposition, Compound -Pr_qp"oSi;i'op_i,-.Co_r_zj-mfc’_-:_ﬁc‘m_,’ Disjonction, Jmplication,

Converse, Inverse & Contrpositive, ‘Biconditional Statements, tautology; Contradiction &

Contingency; 1ogical Equivalences, _Qua_nﬁﬁ_ers__', Arguments:

rect, Indirect, Principle of Mathematical Induction. ~

Graph Theory: Graphs- Directed, Undirected, Simplet Adjacency & Incidence, Degret of
1 Graph, Ripartite & 'Comp_l_'_e_tc_."B_i_pa'rt’:te_

Vertex, Subgcaph, Complete graph, Cyele & Wheel Giaph, | _
Graph; “Weighed Graph,_ Complete Graphs, Jsomorphic Graphs, Ppath, Cycles & Circuits

-Enélcri_a_r_g&’f{amiitqn_iapj Graphs.

‘Methods of Proof: Di

T-féw'Dﬁﬁnﬁio"_’.fﬁ‘fpamiﬁg Trecs, Minimal Spanning Trees, ¥ m's Algo, Kruskal'shlgo:
TEXT BOOKS:

1. Discrete Mathematical Analysis, Kolman ctal, Pearson ¢+
2. DiscreteMa hematics 'a“.d-"fS-_A’P’Pliciatic_n$s-'-'Kennethl‘%fl,_-. Rosen, MGH
REFERENCE BOOKS: 2N

|, Discrete Mathematical Structuires, Lipschut

2. Discrete Mathematics With Applications. Koshy, ELSEVIER

S
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SimsenYear (AY) | 201516

1 2016-17

T 301 || 2019-20 ﬂ

S0T6CSE |

T 9017CSE | 2018CSE || 20(BSS€

Scheme Code - 2818CSE.

COURSE OUTCOMES:

“Scheme Code {8C) 2015CSE

' Be familiar Mﬂlfundamexiial mathematical concepts
such as sets and apply them.

Stadents analyse basics Kriowledge gained by
mathematical relation and apply them

To be able -.t'o;u’;_zdgts_t_and'f;undamentél of .flfiniiﬁqnsijs'uch j
as (domain, co-domain, range, image, inverse image and

1 composition) and types of functions.

{ loic and inference tules.

{ Use mathematical -ﬁmpﬁsitioﬁs 'and;p‘mof.ﬁechnique's_-tp-

-check the truthfulness of areal life situationand 10
apply the notion of mathematical thinking, mathematical |
proofs and Jogics such as prcdicat'_e_".1'og'ic.--pmp03itionali

TUse graphfthéilr})’""siﬁlid-tree;'s'tqrfg__r_mﬁlate'-thc pl‘oﬁléﬁié: :

and solve them.

b




.
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b,

1.. To introduce Umx/Lmux kemel programming.

e Ve | 1518 1200617 | oiE [ Hiel. | solg-90 "
[ Schome Code (5C) | 2015CSE | 2016CSE | 2017CSE _20gCSE | 201BESE
Scheme Code - 201CSE :
b
4CSU3 LINUX AND SHELL PROGRAMMING
MAX._MARKS (50+100)
Objec}iﬁc: |

2. Provides the. knowiedge of shell seripting and Linux tools and: 3ppl1catlons
3, Student will be able to’ install an OS, ‘operate advanced commands in UNIX, vse an IDE for

-buzlding smaii projects.

4. .Appl}f the concepz of shell programming to solve. various problcms

8% 'E‘o learn basic components in constructing & shell seript

'-SyllabuS‘

'Introduction. Logging in, changing password (passwd command only)s man, xman, mfo
commands 16 access on line help. Simple commands like. f.s*} P mé, grep, head, tail, sort; wnig,

Directory commands, access permissions, changing access permiss
hard & symbolic links:Environment and path setiing.

- diff, echo, date, which, whereis, whatis, who, finger w (opllon and variations. included),

ons for files-and directories,

2
é

%

vi edztor Creating and editing files, features ‘of w, mscmon deletion, searching, substitution.
operations, yank put, delete commands, reading & writing. files, expe’ file for settin g parameters;.

advance editing techniques. Vim (improved vi}. _
k.

Programmmg utilities; Compiling & linking C, G+ prcgrams,

programb usi ng gdb, system cail,

Introduchon to’ X-wmdow systcm. .—wmdow as chenb’ server

apphcatwns, customlzmg the fvwm wi ndow manager

Shell: Meanmg and purpose of. shell, Introduction 1o types. of shefl

make utility, debugging €

system, . concept of window
7% work environment and

The command fine, standard

input and standard output, red;recuon, ‘pipes, filters spcczai» cimracte.rs for searching files and

pathnames:

Boume Agam Shell shell script-writing and executing, comn]zmd separation & groupmg,.

rcd:rectmn, directory stack. manipulation, processes, parameters & 3

Shell ?rogrammmg Contro] structures, the Here document, expand
Built-ing, functions, history, al:ases, job control, filename Sl.letllut

RCS and CVS. awk utility.

zar:abfcs keyword variabies.

ing NULL or -_USET variables,
o, souree code management-.
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TEXT BOOK _
1. A practical Guide to Linux, Sobeli, Pearson.

REFERENCE BOOKS e
1. A Practical Guide to Linux Commands, Editors, and Shel

| Programming, Sobell, Pearson:

2. A Practical Guide to Fedora and Red Hat Enterprise Ligux, Sobell, Se, Pearson.

3; Harley Hahn: Guide 1o Unix & Linux; TMH

4, Blum, Bresnahan, Linux Command and Shell Seripting Bible, ‘i’-ilcy.- Tndia, 2 Ed.
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Admission Year (AY) S5T506 | 201607 | 200518 | 201819 | 201920
Scheme Code (SC) 015CSE | 2016CSE | 2017CSE “SRHCSE | oml BESE
Scheme Gode:- 2018CSE SCSE L

“ E
COURSEOUTCOMES: |

Uniderstanding of Unix/Linux operating systcm, andits

basic. commands 1 cpcralc‘i

_Able tor anderstand the vi cxhtor atid ils basic cormnands
for creating and editing ﬁlcs in Unix/TAnux: environment
and analysis of C env:ronmcnt

Usndersinnding qf X—wmdow systen ‘and 18 mvuonmzu:

“Able to undcrstand the. sin-ll with its: basw features’ and.

working of BASH
; ﬁpply the goncept of shel .pmgmmﬁ;in_g.wsn}vwmm E
problems
i.
.;__. _ .
3
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4CSU4 ANALYSIS OF ALGORITHM
MAX_MARKS(50+100)

OBjc'ctives: i

1. 'I‘o understand various complexity order notations.
2. To study mathematical background for algorithm apaiyszs and lmpiemem*itwn of various.
strategies like divide and conquer, Greedy method, Dynamic programmmg, Branch and bound ,
Backtracking and number theoretic algorithm. . 3

3. To study: different'string matching algorithms.

4 To study. various problem classes Iike P, NP, NP- Hard ete.

i
:
;

.Syllalms

‘BACKGROUND: Rewew of Algorithm, Complcxzty Order Notations: definitions. -and

_calculanng complexity. .

DIVIDE: AND CONQUER METHOD: Binary Scarch, Mcrge Sort, _Qun:k sort and Strassen's.
matrlx multipli tcatton algorithms. :

GREEDY METHOD: Knapsack Problem, Job Sequencing) O’pt&mai ‘Merge Patterns and.
thmal Spanning Trees. '

DYNAMIC PROGRAMMING: Mairix Chain Multrpi;cauon Longcst Common

Subsequence and 0/1 Knapsack Problem. 1
BRANQH AND BOUND: Traveling Salesman Pmblem% and Lower Bound Theory.
—— Backiracking Algorithims and queens problem. :
s PA'I‘TERN MATCHING: ALGORITHMS Naive and Rabin- Karp string inatching: aigbmhms,

KMP Matchier and Boyer- Moore Algorithms.

ASSIGNMEN’-IT ?R_OBLEMS-. Formulation of -A:ss'i_gn_me u and Quadratic .!S'séi_gnm‘cn.t-
: Problem, g .
. RANDOMIZED ALGGRXTH’MS- Las Vegas algorsthms . Monte Car'lb algorithms,

randomized “algorithm for Min-Cat, randomized algorithm for 2- SAT. Problem definition of
Mulhccmmod:ty flow, Flow shop scheduling and Network: capa ity assignmet problems.

NUVIBER THEORITIC ALGORL[THM Number- theoretic r;otlons, Division theorem, GCD,
recursnon, Modular arithmetic, Solving Modular Linear equalson Chinese Remainder Theorem,
power of an element, Computatx n of Discrete Loganthms, primaltty testmg and integer

factorization. : . < 5 ; }‘:.. ', 3 ,7'“ ﬁ
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Schgxiic.’COdc—l’OIﬁ'CSE : : 1 = =»

'PROBLEM CLASSES NP, NP-HARD AND NP-COMPLEXE: Definitions of P, NP-Hard
and NP-Complete Problems. Decision problems.Cook's theprem. Proving NP-Complete
‘Probleins - Satisfiability problem and vertex Cover Problem. Approximation algorithms for
veriex cover andset cover problem.

TEXTBOOKS

Cormen, Leiserson, Rivest: Introdiiction to-Algorithms, Preatice Hall of Indla
2 Horowitz and Sahani: Fundamental of Computer algorithms.
3. Aho A V 1.y Ulman: Design and analysis of Algorithms, Addison Wesley

H
H

REI‘ERENCES - " ;
i B Mlchaei Gooddrich& Raoberto. Tammassm, “Algorlthm des:gn foundation, analysis and

~_ internet-examples”, Secondedition ;wiley student edition.
2. Elhs horowitz. sartajSahni , s Rajsckaran. “Fundamentals of computer algorithims”

Umverstzy Press..
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4CSUS C.QMPﬁTER'NE"{WO ed
" MAX_MARKS(50+100)

Objectives:

To make students’ Ie_am-__aréﬁitecture_ of data’ cornmu_hi_aat3i_pxx nctfwdfks.

Build an understanding of the fundamental coricepts of computer networking.

-E}'_iplain how communication works fn da’ta-nthqusgand'-thc Internet, '

Recognize the different internetworking devices and their functions:

Amalyze:the services and features of the various layer_'sfbf data petworks..

Design, calculate, and apply.subnet rasks and addresses to ;ﬁ_f_u}ﬁi_l.-nctworkin g requirements.
 Analyze the features and operations of various application Tayer protocols such as Hitp, DNS,

& and SMTP.

- R L

Syliabus:
iSO’OSI. Reference Model: Principle, Model, Descriptions of ?afri’ous layers and its comparison

‘f with TCP/IP. Data Link Layer: Functions of data _!i_nk'__Iéyer; and design issues, Flow Control:

Flow control in lossless and lossy channels using stop-and-wait, sliding window protocols.
Error Control: Error Detection, Two:

Performance of protocols used for flow control,
D_i_,ﬁgns_i_tzm_ai- Parity Checks, and Internet Checksum, Polynomial -Qo_d'es,_ Bit oriented protocols.

‘MAC sub layer: MAC Addressing, Binary Ex_p;:n;:ntial Ba_ck%o‘ff (BEB) Algorithm, Channel

Allocation Problem, Pure and s_ic_}_ttedZAIOha,-CSMA, CSMAJCD, collision free multiple access,
Throughiput analysis of pure and slotted Aloha, High Speed LAN: Fast Ethernet, Gigabit
Etfiernet, FDDI, Performance Measuring Metrics. -
routing algorithms: Distance éi.v.cc:t{}r,_ link -state; ‘hierarchical,
rinciples ‘of Congéstion control,
b nefting, comparative 's_tud_.)f of

s Network. layer-design issue;

: &G ‘broadeast routing, Congestion Control rklgqrith'ms;:i General P
Prevention Poficies. 1Pv4 classful and classless addressing, st
[Pv4 & IPY6.

Trangport Layer: Design Issues, UDP: Header Format, Per-Segment Checksum, Carrying
w Uniicast/Multicast Real-Time Traffic. Transport Layef in the Internet: lntroduction to TCP, TCP
service Model, TCP Hezder and segment structure, TCP, connection establishment and release,
transinission policy, -timer management, Transactional TCP.; Mobile TCP, TCP Congestion’
Control. :

Session layer: Authentication, Auithorization, Z_S_'e_s_s_i'on"._ig_y_er- protocal,’ Presentation layer: Data
_ca_riiférsion,-_-Chara(itt:t--codc._trans;lation; Compression, Eneryption and Decryption, Presentation

i {ayer protacol, Application Layer: DNS, SMTP, WWW, HTTP,FTP. '
: o oA
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TEXT BOOKS

A Aﬁdr_ew;S__."I‘an_en_baum,-
2. Dimitri Bertsekas, Robert Gallager,
REFERENCE BOOKS

Kaveh Pahlavan, Prashant Krishnamurthy,

b B

Ying-Dar Lin, Ren-Hung Hwang,
5 ~ Approach”, MeGraw Hill.

P i B 05

i !?,:.-___-_ﬁ,_c;,,._...,:_,.. R D 4

5017CSE_|_ 2018CSE_ | 201BcS€

b

David . Wethierall, “Computer Networks " Pearson Education.
“[yata Networks”, PiHI Publication, Second Edition:

“Networking Fundamentals”; Wiley Publication.

William Stallings, Data andcomputercommunication, Pearson ¢ ucation:
Uyless Black, “Computer Networks™, PHI Publication, Second Edition. |
Fred Baker, “Computer Networks: An Open Source

IS

8 b 2
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i
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COURSE OUTCOMES:

e

TAblc to differcntiate beteen OSI asd TCPIP
| models and i’dcnﬁg‘y-.t_hc responsibility of each layer.
_ _ : |

Design, caloulats, and apply subnet masks and.
addresses 1o fulfill networking requirements. '

T Adquire knowledge about
| congestion control algorithims ¢
: :Ulemg_i__ejmcq_t:_i{ian-o_f-'thc ':auting-pm_tocpls'

“Fouting algorithms, e |
msand apply knowledge |

co4

application  layer
-Http,’DNS,SME,étc; o

Analyze the features and aperations of various:
protocols :

such a8

e

13
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4CSUG PRINCIPLES OF COMMUNICATION
. MAX_MARKS(50+100)

Objectives:

1. To introduce communication and to ‘demanstrate the imporiance of “commtinication in-a
variety of contexts including that of the manager of innovation and change. ‘

2. To evaloate and discuss the characteristics of good co;nmunicje_i;ior_i aid how to- improve our
communication. | ] "

-'S_y.lif;bus:

ANALOG MODULATION: Concept of frequency {ransiation, Amplitude. Modulation:
Deseription of full AM, DSBSC, §SB and VSB in time and E‘riequen_gy domains, methods of
generation & demodulation, .fre_qu_r;ncy-.di?is’_’:’on__'r'ﬁultipiéxing_(F_IZ?ZM-)'. Angle Modulation: Phase
and frequency modulation. Descriptions of FM signal in time and frequency domains, methods

of g_?n‘{:_ifa't_im'.&-:‘c_i_e_moduiation, pre- emphasis :&;.-cic-_'gmpha?is-,. PLL.

PULSE ANALOG MODULATION: 1deal s_a'_mpf'ix;gi Sompling _theorem, aliasing,
interpolation, natural and flat top sampling in time and frequency domains. Introduction to PAM,
PWM, PPM modulation schemes. Time division multiplexing (TDM)

PCM & DELTA MODULATION SYSTEMS: Uniform anid Nor-uniform guantization. PCM.

‘anddelta- modulation, Signal 1o quantization noise ratio in PCM and delta: modulation.DPCM,
ADM, Tl Ca'rrier:Sys_te_m;Mﬁttihéd;.-t‘:lt_e_:_'s_f'detection.Er_ror_-pr.cab;ttﬁil";iy'fin;'P-__G_M;sy(jstém.-

DIGITAL MODULATION: Baseband transmission: Line coding (RZ, NRZ), inter symbol
tnterference (IS, ppi_*sé_‘_shap'ing, Nyquist criterion for. :d:i_s,{p_rtién frec base band transmission,
raised Cosine spectrum. Pass band 't_r_ansmi'ssion':".Ge»omeft:ic interpretation of signals,
orthpgo_nalizéti{}n._A_S-K,-_.'PS_K, FSK, QPSK and MSK moduiation technit;ucs_,_'c_oherﬁh_t_'dé_té?.:{i_On

and calculation of error probabilities.

SPREAD-SPECTRUM ~ MODULATION: - Introduction, Pscudo-Noise sequences,
directsequence _ _ . _
spread spectrim {(DSSS) with coherent, BPSK, processing gain, probability of ertor, frequency-
hop spread spectrum (FHSS): Application of spread spectryim: COMA :

TEXTBOOKS:.

£ Pincipal of Communication system By Taub Schilling, T.M.H
% ! Fundamentals of communication system By Proakis&Salchi, Pearson education
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 REFERENCES:

F Cém:nuﬁijbati:onﬂs’yswm' by Simon Haykin, John Wiley
~ 2. Communication system (Analog and Digital) By R.P. Singh, 8.D:Spare, T.M.H
3. Modern Digital & Analog Communication By B. P. Lathi

-

1S

oxford university
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COURSE OUTCOMES: | |

COZ | Amlysepulse modula{mnfand sampling technigues | {or
1 anaiog ¢omminication. i

system.

“CO3 | Toboable to uﬁderstand FCM and DELTA Medulation

' .;'C_O_ 4 | Explain. dzgﬁai ’vioduiatzon techniques:

CG 5 | Dsfine various tcchmqucs used in spread-spectrum
madulahon.

6
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Objestive:

List of Experiments

LA T T

30 seconds till success.

¥
4CSU11 LINUX SHELL PROGRAMMING [LAB.

 MAX_MARKS(50+25)

To introduce Unix/Linux kernel programming and be able to install OS,

Leam and use basic sheil commands to petform operations on files and directories.
Leam the concepts of File handling.and regular expressions.
To learn abouit shell scripts and using operators, to solve various problems..
Use of '_if_-t_lfgen_-élsc and various flow control statements in shietl scripts.

Use of Basic Unix Shell Commands: 1s, mkdir, rmdir, cd, cat, banner, touch, file, we, sort,
cut, grep, dd, dfspace, du, ulimit. ' : S
Commands related to inod , O redirection and piping, process control commands, matls.
Shell Programming: Shell script exercises based on following | -

(i) Interactive shell scripts (ii) Positional parameters (ili) Arithmetic

(iv) if-then-fi; if-then-else-fi, nested ifielse (v) Logical operators

{viyelse + if equals elif, case structure (vii) while; until, for loops, use of break

(viti) Metacharacters (ix) System administration: disk mariagement and daily administration.
Write a shell script to create @ file i SUSER /class/batch directory. Eollow the instructions
(i) Input a page profile to yourself, copy it into otherexisting file; :

(if) Start printing file at certain line.

(i) Print all the difference between two file, copy the two files at- SUSER/CSC/2007

directory. _ ¥
{iv) Print lines matching certain wWord pattern.
Write shell script for- D

(i) Showing the count of users loggedin, -
(it) Printing Column list of files in your home dirgctory
(iii) Listing your job with below normal priority

(iv) Continue running your job after logaing out.

Write a shel! seript to.change data format .Show the time taken in gxecution of this script
Write a shell script to print files names it 4 directory showing date of creation & serial
nwriber of the file. ) YO

‘Write a shell script to count lines, words and characters i its input (do notuse We)

Write a shell seript to print end of a Glossary file in reverse jorder usihig_-A;ray;'-(U_'s_g awk.

tall) . _ L
Write a shell script to check whether Rami logged in, Continué checking further after every
¢ i

Nk !

53 i
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COURSE OUTCOMES:

| Gnderstanding the instaliation proced

opersting system, hands c_:_m_witl_;-_s_implc'_cpmr_nand_s'nn&

Instalfation of Linux packages info the operating system.
; ysiem.

g

ure of the-

AR
Linux

bl 10 appiy T soncepts of il Hondling, and regutar
-expression using shc}i'_pr@grammi:}g,:

- Capable to apply an'd_'imfniemcﬁtl'grcp; awk seript.

handle proce

TAv ﬁﬁvio

poand e

alusité‘_shcil-'scr_ipt prch;m'_;ﬁat_'. g

programming:

Apply the concepts. of d¢

bugging and execate shell
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4CSU12 ADVANCED
b

prnpiction of this cou

Objectives: Upon successful ¢
nalyze the runing 4

i Prove the correctness and :
| 'problip_ms_:__in'.va‘ri‘o‘us domains;
2. Apply the algorithms and design techn

3. Analyzethe _tiqmplcxitie_s_-ofvgridus‘._pr

me of the basic &

iques lo solve problems;

i

Suggested Tools: .Fo:'impiemct}ta{iqn and estit

of 'ih’pﬂt(s) or-outpul(s) as the case may

 EXERCISES:

. A. Tt s expeoted that teachers will assign algocithms to the students: for-esti
thms reported. in various cesearchy_journals may

space @_ompl'exiiy._ Algori

teachers. By
B. Problem on designing ;;i__gorit_h'ms o meet €O

. analysis-and implementation for

example; a problem o design
s requiring not more {han one pass from the original matrix i

C. A guide to such problems is given below:

{. Exploring & Binary Heap: Consider 2 binary heap contatning n
'g’_reétes’.’_t-;n_umber). You are given 2 positive’ integer k4 0 an
'c_letg’_ifminc whether the k th largest clement.0

must take O(K). time. You may use Ok} gxira storage.

o

L e

fehy trees: You are-given t

lernents respectively. Ever
so. stores height of the subtree

o trees in time - G{log m

2. ‘Merging two sea
storing m and n &
5 tree T\ Every node u_al
information how can you merge the 1w
feight halance and the order)?

Y8

data-structure:

-3_._-Cot;rip_l'etc' binary {ree as an efficient’
a power of twa), A

array of size n (n being o
quence of the followi

You are given an
vou have o performa. s¢

initialized to zer0.
1. () Add(i:X) which adds x to the entry Alil
= sum ‘of the entries in the array from indic

o

2. (i) Repors sum(id)

"

DATA STRUCTURES LAB
|MAX_MARKS (50+25)

rse, students should

oblerns in different doriaiis.

mplexity c_o_nstéaiii_t

4

1y be assigned.

I

f the heap 15 greater

~o height balanced:
tement of tree !
roote

i

H
H

be able lo:
_i_'g_or’-ithmsfcr those: classic

i
i

i

nation of running time an varioys sizes
‘pe, Linux platform is suggested.

:
i

i
i
i

imation of time &
be chosen by the

3
H

s may beassigned: For
transposing 2. sparse matrix

nunibers {the root stores the
4 a number %, You have 10
than X of not. ¥ our algorithm

pinary search. trees T and T,
is'_s\mai__l_cp-tha‘n:eyery pl_emen't-
4 at.it, Using this. extra

+ log v) (preserving both the

Il the entries of the array ar¢
ng onling .cpjerati_o_ns'-:-

s i to ] forany 0 cisjen

Vi

o)
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Tt can bc seen- eas:iy that we can perform. the first operation in O(1)

operation may cost O(n) inwors

Givea data- structure which witl guarantee O(log n) time per ‘operation..

4, Probiems on Amortized Anaiysm

a. Delete-
smallest element. We know that {
and the cost :of deleting the smailest element is also O( log n).

functmn so.that the amortlzed cost of insertion is Oflogn) whereas
the. smaitest element is: O(I)

_ b. Implementmg a queus by twe stack

T Show how to implement & queue with two ordmary stacks s0
s each Enqueue and each Dequeue operation is o). 4.
5, Computing ‘8. spanping tree having smellest value ¢

efficient algorithm that, gwen an undirecte
whosc largest edge wcxght is minimum over a

6. Shortest ’P-a’th‘ Problems:

i From a subset of vertices to another subset of vertices:

a. Gwcn a directed graph G(V,E), where edges ‘have nonnegative

-dw}omt subsets of the set of vertices.
shortest. path among the set of paths possible fro

Paths-im'-D:rected. Acyclic Graph

the number of paths Given two nodesity in.a directed

. & Countmg
paths: fromuto V.

an O(]El) time algorithm to count all the

b, Paths passmg through a subset of nodesGivern two nodes l.i,\? and a
W kina directed acyclic graph’ G(\’ E). Give an OGE{) time al

e\usts) from u to v which passes- through
then your algorithm must report, that “no such path exists’

7. Searching for-a friend: You are standing at @ ¢rossing, frcm W

i in constant timetl! Consider a binary heap of ‘siz
he cost of insertion of an ‘element in the heap is O( log )

Give an O(]Vl logl [+ 18];
m any node | inSio any nodc inD.

i

me_ whereas the second

t case, Your ob_;ectwe is to. perform these o_perjat_io_r_ls_-'cf'-ﬁcientiy‘

e n, the root storing the.

Suggest a-valid potential
amomzed cost.of deleting

?

that the amortized cost-of

f largest cdgc. weight: Describe an
d graph G, determmes a spanning: treeof G
il spanning trees of G. \

wetghls 'S and D are iwo
) time: algorithm {o find the

acyclic graph G(V;E)- Give
a set of vertices W 1,w2
iuonthm {0 outputa path(xf '

each of the nodesw B O k.. If there is no such path

here. there emerge f’our roads

roads.: You do not know.on

extending.10. mﬁmty Your friend is somewhere on.one of the four
which road ‘he.is and how far he s from you. You have o W

distance traveled by you! maust
you. Intcrminolﬁgy of algorithms, you shoul

yout fr_:end from you.
C AU k\/j P

be at most 2 constant times the actual

e

alk to your friend and the total

] distance ofyour friend from

d traverse O(d) dlstalfcc,where 4 is the distance of

-y oaeht

&
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8. A simple problem on sorted array: Desigh an’ O(n) time algomhm that, given a real number x

and a sorted array S of n nimbers, determines. whether or'not there. exist two: elements in §

whose sunt is exactly x .

9 Fmd;ng the decimal dominant in linear time: You are gwcn i real numbers inan array, A
‘number in the atray is called o decimal dominant if it occurs morg than n/[0 times in the array.

Gwe an O{n) time. aigorsthm to deteemine if the: given array’ hasa declmai dominant.

10, Fmdmg the first one: You are given afi array of infi nitg iength confaining zeros followed by
ones. How fast ¢an you locate the first onein the array? E

%

1L Searchmg f’or the- Ccicbnty Celebrity is a person w}mm everybody knows bit he knows
nobody. You. have gone to aparty. ‘There-are total i persons in the party. Your job is to find the.
celebrity in the parly. You can. ask questions of the form Does Mr X know Mr. Y 7. You will
get a binary answer. for each such guestion asked, F ind the Cﬁiebril.}r by asking only O(n)

quesuons

12. Checkmg the Scorpion:” An. n-verlex graph is a scnrpaon if i :t hias a vertex. of degree {the.
sting) connected to & vertex of degree two {the ta:l) connected to #vertex of degree n-2 (the.
body) connected to the other n-3 (the feet). Some of the;feet may be connected to other feet.

Dcmgn an algorithm that decides. whether a given adjacency smatrix- represents a scorplon by.

exammmg only O(n) entries,

/ " atiog %

'fé_et

13. Endlcss list: You are ha\rmg a pointer to the head of smgly linked list. The list cither
terminates at null pointer or it loops back to-some. previous location{not necessarily to the head
of the hst) You have to determine whether the list loops back or ends at a suil logation in time.
pmporttonai to the- iength of the list. You can use at most a constani ‘amount of exira storage,

14 Nearcst ‘Common Ancestor; Given a rooted tree of size n. You receive a series of onling

g W00

queries:




-

P

fatii

"2015.16

e T 2007908

ZOIS 19

[ 2513-30

Rdmission Year (AY)

Scheme Code (SC)

'-2G_ISSCSE: 5

2016CSE. | 2017CSE

20 IHCSE

20l BCSE

“Gwe nearest comumon ancestor of v, v
get a data structure of size O(n) so that you can answe any such

Scheme Code- 201§CSE

*_Your objective is to:pt

e

AR

eprocess the tree in-O(n) time to
query in Oflog n) time:
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 COURSE OUTCOMES:

Shatn SRCHE e Rl

Avletop
‘Wasic algacithms for

rove the corr(:cmcss and analyse thie running time of the
the clossic piab!cms in vaneus dosmainis;

| acsus2

; Capablc 10 apply the aigonthms and desi
T elassic pmh!cms !

g techniques 0 Tolve

CO3

-_ﬁn’a}ysc'ihéfmmpiciﬁ_tié,s of vjan

ous problems. in ditfcrent domains

o4

Camabls fo ereate e eticient PR For real-ite prohlcms J

2% -
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4CSU13 MICROPROCESSOR LAB
MAX_MARKS (50+25)

. Objective:

g 1. “To introduce the. basics of microprecessor programmin g
2. Learn use of microprocessorin: smnplc apphcatlons

3. "Theorc{:cai & practtcai introduction to microcontrolers and ‘microprocessors, assembly
Y ianguage programmmg techniques. _

4. To understand design of hardware: interfacing czrcuxt
3. Dcmgn conmderanons of mlcrocommllcr and. nucroprocessor system..

it

List of Expenments E __

i _Add the contents of memory locations XX00 &XX01 & place 1he result inmemory location

T XX02.
) Add the 16 bit numbers stored in memory Tocation &. store the result in another memory.

location..
Transfer a block of datd from memory location XX00 to anat ter memory Jocation XX00 in

forward & reverse order.
Write a program to Swap two blocks of data stored in memory.

B

Wrtte 8 program to find the square of 2 number. {;’:_ ”
Write 2 fain program & aconversion subroutine to convert Bmary to its equivalent BCD.

Wiite a program to find largest & smallest number froma gzven array.

Writc a program to Sort an array’ in ascendmg & descendmg order

i

Wmc a program to. multtply two 8 bitnumbers whose result i?. 16:bit.
o, 10 Writéa progeam of division of two 8 bit numbers, '
. & 1} Gcnerate square-wave from SOD pin of 8085 & observe on € RO
12 Wrztc a program to perform traf¥ic light control operatmn
13 _W_rl_te a program to control the speed ofa motor,
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COURSE OUTCOMES:

4CSUL3

i i
To describe architecture:and instrusction'set

| -of 8085 mwroprocessur.

To develop cxpsqcnce with Asssmbly
{ Language Programming.

To. demonstrate the: studcnts with
| interfacing of various peripheral devices:
with 8085 rmcroprocessor.

Co4

Design ahd mplemcnt programs on 3085
iCrOproCessor.

2 e
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ije‘étives:

'l.-i

9. Produce ASK signals, with: and without careict suppress:on

ACSU14 COMMUNICATION LAB.
- MAX_MARKS(50+25)

To understand basic analog and di‘git'al commtm'i_'cat:i_on 's};rstém'i:h'co_{y and design, with an

emphasss on wireless commumcatmns methods.
To provide learning experiences that: enables students. lo Anaiyze and design basic elcciromc
j csrcu;ts, to carry out AM

' compionents.
~ Become proficient with computer skills for the analysis and. cicmgn of circuits.

: Develop understanding about performance of anaio -3 commumcatlon systems.

- Harmonic analysis of a square wave of modulated waveforni Observe the amplitude

: miodulated waveform and measures. modutation mdci: Demodu lation of the AM. signal
.. To modulate & high frequency carrier with sinusoidal si gnal 510 obtam FM signal.
Demodulation of the FM signal
To observe the following in a transmission .i_Eﬁt’-.dm_ﬁQr}_st;aigr kit :
, The propagatwn ofpuise in non-reﬂecting__ -TranSmi_SSibht_iing-,-
';-' {i. The effect.of losses in “Transmission line.. :
.41 The resonance characteristics of al ha'lﬁf_?wav'e_ierig%h_}pn_g x-mission line.

, To studys and observe the. operation.of a super. heterodyne re ,é'eiver

* Tomodulate a puise carrier with sinusoidal si gnal

. To modulate a pulse camer with sinusoidal: s;gnal to obtam PPM sxgnai and dcmodulate it.

- To. observc pulsc amplitude modulated waveformt-and its. dcmodulanon,

To observe the operation of a PCM encoder and decoder. Tu-(:;oﬁsi;i_{:aj reason for using

 digital signal x-missions of anaiog signals. 5

 required for desiodulation in the two cases

10. To observe the FSK wave forms and demodulate the FSK signals based on the properties

ofi(a) tuned circuits (b) on PLL.
1 1 To study & ebsewe the amplzmde response. of automatic galn.cbatrquler-{'AGC »

gnd. FM modulation }expcrzments using discrete eiectromc.

to obtam PWM signal and demodulate. i,

Examine 1he.diffcre_n_t_'_p‘rocéjs_scs__

114
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; To_'annlys'_cf_digi{al'cq_imnu
1 understand how cach co_rnponent works mgcthcn
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Scheme Codc 2018CSE ' S T e
COURSE;OUTCGNIES:

mcauons wnh 4 software i

| | To analyse; desagn and implcmcnt AM and FM
‘modulation expenments using discrete electronic

components.

€03

“Tovnderstand the basxc of MATLAB and PSPICE

which are use& to sunulatc thie cireuit operations. -

04

“To ﬂlustrate the concepts of commcanon

. from transtnitter 1o rec aiver

‘techniques which are useful for scndmg information

CO5

To demonstrate and’ compare differcnt analog. modulation
‘schemes.
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$C-2018CSE o ;
5CSU1 THEORY OF @.OM?E’FA’Z‘IQN
+ ; ; k

Credit: 4 GLAITHOP)  Max Marks: zsa(m_:;s_a,-m:f;:' 100)

Objectives:

1. To be able to construct finite state machines and the equivalent regular expressions. Be able
to prove the cquivalence of languages described by finite state machines and regular

 expressions.

2. Design context free grammars 1o generate strings from a context free language and convert
‘them into normal forms. _ { ; '

3. To be able to construct pushdovn automata and the equivalent context free grammars and to
able to prove the equivalence of languages described by pushdown autornata and context free
ZrAINRAS,

4. Tobe able to construct Turing machines and to prove ;he.éqgi@ai::ncc of languages described.

by Tuting machines and Post machines,

b3 _Disii’nguish bctwccn.computahﬂky and -non-c_am;pum_biﬁ;yl_andé Degidability and un’
decidability. -
Syliabus: o

i 8 H
H

Finite Automata & Regular Expression: Finite gﬁ:atﬁmam & Regular Expression: Basic

machine, Finite stite machine, Transition graph, Transition matrix, Deterministic and non-
determinigtic  finite automation, Equivalence of DFA and NDFA, Diccision properties,
minimization of finite atlomata; Mealy & Moore machines, Alphabet, words, Opezations,
Regular sets, relationship and conversion hetween Finiic automata 2nd regular expression and
vice versa, designing regular expressions, closure properties of regular sets; Pumping lemma and
regolar sets, Application of pumping lemma, ‘Power of the labiguages

Context Free Languages: Context Free Grammars (CFG), Derivations and. Languages,
Relationship between dorivation’ and derivation trecs, “leflmost and rightmost derivation,

+

sentential forms, parsing and. ambiguity,. simplification, of CFG, normat forms, Greibach and
~ Chomsky Normal form , Problems related to ONF and GNF inc_ljujd_ing-_-mgs}}}ggt‘sl;ip?pﬁ:hlémz

Nondeterministic PDA, Definitions, PDA and CFL, CFG for PDA, Deterministic PDA, and.

Deterministic PDA and Detérministic CFL, pumping lemma- for: CFL’s, Closure Properties and
Decision properties for CFL, Deciding propertics of CFL o )

Turing '_Machincs:riﬁiraéﬁc_tien; Definition of Turing Machine, TM as language Acceptors and
Trasducers, Computable Languages snd functions, Universal T™M & Other modification,
mitltiple tracks Turing Machine: o

Hierarchy of Format Janguages: Recursive & recursively .enusiﬁmblc- languages; Propertics of

RL and REL, Introduction of Context sensitive grammars and languages, The Chomsky

Hicrarchy
A
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$C- 2016CSE

Tmctable snd. Untmcmhie Problems: P, NP NP camplete and NP hard probicms,
Undecidability, examples of these pmhiems Jike vericx gover. pﬁobicm, Hamiltonian pazh
problem, traveling sales man prublem.

‘REFERENCE BOOKS:

1. Aho, Hopcroft and Ullman, Introduction to- Automata ’I‘heam Formal. Languages and
Computation, Narosa

2.A0 introduction to Formal Languages ¢ and Adtomata, Peter Linz

3, Coben, Introduction to Computer Theory, Addison Wesicy _

4, l’apadummmx, Introduction to Theory of Compuling, Prentm Hali

| CGURSE OUTCOMES:

o Outhne the concept oi’ ‘a‘-‘am ¢ Auwtomata and Regular
Col 1 Expression.

) T} lfusteate the design cf Cnnth Free Granmmar fer'. '
COo% “any Jangusge sk,

4

e Demonstrate the push | dawn automaton mogel for |
CO3 the given Janguage. |

- #ake use of Turing n}achme ci)nccpt to solve the |
CO4 simple problems. |

Cos Explain decxﬁahzhiy e; undecidability of various’ '
- 1 problems, _
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| 5CSU2 COMPUTER ARCHITECTURE AND ORGANIZATION.

Credit: 4 GL¥1THIP) Max. Mn'ém 150(FA:50, ETE:100)

Objectivess ;

1. To make students understand the basic structure, operation and. Hardware-software interface
of a digital compuiter. |
2, To familiarize the students with arithwictic and logic and implenicatation of fixed point and
floating point arithmetic opeartions. - |
3. To familiarize the students with hierarchical memory: system including cache memory and
virtual memory.. - ‘
4. Toexposethe stadents with various 1O devices and standard VO interfaces:
o i :

Prevequisites: Fundamentals of Computer, PDigital Logic Circuits
Syllabus:

Introduction to Computer Architectuve and Organization: Von Neuman Architecture, Flyna
Classification, Register Transfer and Micto operations: Regi ster transfer language, Arithmetic
Miczo-operations, Logic Micro-operations, ;Shiii’-lﬁidb—:}pﬁrﬁii(msgﬁﬁus and: memory transfers.
Computer Organization and Design: Instruction ¢yele, computer registers; common bus sysiem,
computer instructions, addressing modes, design of 2 basic computer h

Central Processing : General register organization, stack otganization, Instruction formats, Data
rranster and manipulation, program contrel. RISC, CISC characteristics. :

Input-Output Organization: Tiput-Output Interface, Modes of Transfer, Priority Jnterrupt, DMA,
IOP processor., | | f -

Data .Ri’éii?e'seﬁ._ta!ién and Arithmetic Algorithms: Number i‘_r?zprés'éntﬁtEq"ti':_‘__;}‘:}inary Dat
fepresentation, tWo's complement representation and Floating-point representation. IEEE 754

. floating - point mumber representation. Integer: Date computation: .'A:ddiﬁ(‘;.ﬁ?:3,}\_5.]_;_‘&153;;%9“‘.
Multiphication: Signed multiplication, Booth's algonthnn Division of integers: Restoring and
non-restoring division Floating point a:igtﬁmeﬁc:--Md‘it’icn,;su&ra;ﬁpn-..

‘Memory Organization: Inroduction to Memory and Memory p;;;:_mr;zem.- ‘Classifications of
primary and secondary ‘memories. Typts of RAM and ROM, Allocationpolicies, Memory
hierarchy and characteristics. * Cache memoty; Concept, arghitestore (L1, L2, L3), mapping
téchaiques. Cache Gulxﬁrency,iﬂmimvcdand. Associative memory. Virtual Memory: Conceply

Segmentation and Paging, Page replacement. policies.
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B

Introduction to parallel processing systems: _"'ﬁimrgduciian 1o Wféfllél processing cOnCepts ;
-pipeline processing ‘instrustion pipelining, pipeline stages 5 p__i‘pg;iim;_iiamds, Arithmetic
pipeling a_nd:mstﬁ;gtion:pigeiinc,z ' o

TEXT BOOKS::

1. Casl Hamacher, Zvonko ¥ ranesic and Safwat Zaky, “Computer Organization”, Fifth Edition,
Tata MeGraw-Hilk _ P '
2. John P. Hayes, “Compuler Archits ture and Organization”, Third Bdition..
3, Wiitiam Statlings, “Computer Organization and Aschitecture: Designing for Performance”,
- Eighth Edition, Pearson. ) ] o
4, B. Govindarajuly, “Compuler Architecture and Organization: Design Principles and
Applications”, Second Edition, Tata McGraw-Hill, '

REFERENCE BOOKS: |

f, Dr, M. Usha, T. 5 Srikanth, “Computer System _ﬁ:cﬁiz;eat;m and Organization” First

1 © Edition, Wileylndia. R
3. ‘“Computet Organization” by ISRD Group, Tata MeGrow-Hilk. |

L B ot S SR : 3!
TTdemify the components of instruction set such 4
opeode, operand and format

Conversion 'of fractional aambers in to IEEE.
| scientific format ‘

implement 32 bit multiplication. using iterative |
{ method A
TUse of pipclining method ~fo improve. the
performance of 3 instruction set '
"Understand -the design of direct mapped and

L L8 associative cache | '
£ i

To sndersiand the'concepts ST poraliel processing |

H
H
i



Namission Year (AT}

independence, Data Base Langua
DBA. '

_ER Data

*

Model: Overview of Da
Relationship Sets. Features of the
Entities, Design with -ER Model,
Various other data models like obj
data model, Comparison betwetn
ables. '

Congept

Relational Data models:
Keys, Key atiributes of telation,
integrity, Relationship Alpebrs,
Division, Relation Calculus, Bxpressive
Schema refinement and Normal forms:
‘Dependencies, Normal forms (Fi
preservation.a

Transaction Processing:
Properiies, Serial and Non-serial Sche
and Serializability,
‘Serializability.

Concurrency Control: Implemen

3 ._\"\

e and _j;pt_erfaccs,-

ta Design Entities,
ER Model- Key Constraints,

ect oriented data Model, Netw
the three types of models, Transforming ER diagram into the

Domains, Tuples, Attribatcs,
Relational d
Selection, Projection, Set
Power of Algebra and Caloulus.

nd lossless join, Problems with null
Introduction o Transaction Processin

dules, Characterizin
Need of Serializability, Con

tation of Concurrency: i.;o_c%t;bascd. protocols,

based protocels, Validag n-hased protocols, Deadlock handling,

T015-16__ [ 2016-17_ 01718 701819 2p19-00
Schemt CﬁécﬁC} F015CSE | 2016088 017CRE 2{'}18!3‘5 E ROITCSE
$C-201gCSE )
5CSU3 DATABASE MANAGEMENT SYSTEM
c_reéit:;B {(BL+OT+0P) Max, Mariics:' 150(1A:50, ETE100)
QObjectives: {
1. Tr:; provide concept and need of Database System. ;
3. To cover the concepts of ER-data model and Relational data model.
3. Tomake students design database with the help of E-R model and Normalization.
4. Toknow the fundamental concepts of transaction procgssing- CONCUITENCY control techniques
and recovery procedurc, |
: |
Syliabus: é
Introduction to Database -Sy_stems:-'ﬁvmicw of DBMS, Database éppm:h. v/s Traditional file
accessing approach, Advanlages, of database systems, Data models, Schemas and instances, Data

Overall Database Structure, Functions of

Entity Sefs, Relationship and
Participation Constraints, Weak
of Generalization, .ﬁgg‘;agatioz}? and Specialization.

ork data model, and Relational

Atiritates and

H
i
i

‘Relations, Characteristics of relations,
atabase, Schemas, Infegrity constraints. Referential
Operations, Renaming, Joins,

Introductions to Schoma

rst, Second,

Re_ﬁqg;ﬁfzmi Functional
Third and BCNE normal’form), Dependency

yalued and dangling tuples.

f;[‘raﬁsécﬁen State, Transaction

jules Based on Recoverability
Testing for

£,
g Sched
flict vs." View Serializability,

;
i

Timestamp-
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Seierme Codel5C) | 2015CSE_| J016CSE SOTTCSE 20IFCSE, 612088,

$C- -2&_181:853
Database Failure and Recovery: Database Failures, aemvfe;g Sch%ms: S’hadow Paging and

Log-based Recovery, Recovery with Concurrent transactions.

TEXT BOOKS: ‘ ’

5 E}ﬁiasi, R, and Navathe, 8.B., “Fundamentals of Database Systems”, 4th Ed, 2003, Pearson
Education. _ ' _

2. A Silberschatz, H Korth, S Sudarshan, “Database System and Concepts”™, fiih Edition
McGraw-Hill , 2005

3. ‘Ramakrishpan, R. and Gekhre, J., “Database Management Systems”, 3rd Ed., 2003,
MeGraw-Hill. %

REFERENCE BOOKS:

1. Databases Nluminated 3nd Ed,, Catherinie Ricardo and Susan Ur'bfan, Jones and Bartlett, 2017

2. Date, C. I, “Introduction to Database Systems”, 2002, Pearson E{iucation.

COURSE OUTCOMES: . 5

 Apply. Togical database design principles, inclading
E-R diagrams and database normalization. :

Constraet simple and m&éeramiy xdvanced database.

; 5CSU3 €03 querics using relational A%}gebm,
% TTo understand the concept 'Qfgg'm%ga{;tian and
' Co4 _ " i
” Concurrency Conteol..

To understand the conccf:t of Failure and Recovery.
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5CSU4 CYBER SECURITY MANAGEMENT
Credit; 3 BLHOTH0P) Max. Marks: 150(IA: 50, ETE: 100)

Objectivess

1. Introduce details of Gyber scourity, cyber crime to learn how 10 avoid besoming victims of
cyber crimes. | | |

2, Touniderstand aboutseeurity attack, services and mechanism.

3. To gain a fundamental understanding of cyber crime and law.,

4, Toacquite knawledge of vulnerability, security tools and method.

Prerequisites: Basic fundamental knowledge of Networking, Web hppl ication.

Syllabuse . f

Introduction of Cyber Crime, Challenges of eyber crime, Classifications of Cybererimes: E-
Mail Spoofing/Security, Spamming, Inteet Time Theft, Salami atiack/Technique, Risk in
Social Networking. _

Weh  jacking, Online Frauds, Software Piracy, Computer %%ézwerl{'fix’)tmsions; Password
Sniffing, Identity Theft, cyber terrorism, Virtual Crime, Perception of eyber criminals: hackers,
insurgents and extremist group ¢tc. Web servers hacking, session hijacking..

Cyber Crime and Criminal justice: Concept of Cyber Crime 'ar_ifd'-{hej_'rr Act 2000, Hacking,
Teenage Web Vandals, Cyber Fraud and Cheating, Defamation, Harassment: and BE-mail Abuse,
Othier IT Act Offences, Monetary Penalties, jurisdiction and Cyber Crimes, Nature of

Criminality, Steatogies to tackle Cyber Crime and Trends, Digital Forensics.

‘Oyerview of wine:a&iliw ‘scanning: OpenSSL, DVWA, wébggéaté_ Metasploit. Nebwork
Sniffers and Injection Tools:Tepdump and Windump, Wireshark. Network Addeess Translation

(NAT) and Port Forwarding, Network Defense tools; Firewalls, Use of Firewall, VPN, DNS,

Proxy Servers and Anonymizers, Password Cracking, Key loggers and Spyware; virus and |
worms, Trojan Horses, Backdoors, Ransomware, DoS and DPDoS Atacks , Buffer and

Overflow, Attack on Wireless Networks, Phishing : Method of Phishing, Phishing Techmiques,

Cyber Insurance, Crytocurrencies, Introduction to Blockchain, C:xfs_;_e Study: 1. :Bajnkia_g; Related
Frauds, Credit Card Related ?‘r;_w},l(lybé;dﬁfnmaﬁam A Young Couple impacted.
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TEXT BOOKS:

1. Cyber Security Understanding Cyber: Crimes, Computcr Forcnszcs and Legal Perspectives by
Nina Gedbole and S Belpure, Publication Wiley.
2. AniHaCker Tool Kit {Indian Edition) by Mike Shems, i’ubhcatmn MeGraw Hill

LN

REFERENCE BOOKS:

é

1. i’mnmpics of Cyber crime, Jonathan Ciouzgh Cambrtdge Umvers;iy Press,
2. CyberLaw Simplified, VivekSood, Pubs TMH
3. Information Warfare: Corporate attack and defense in dzgzzai world, William Hutchinson,

Mathew Warren, Elsevier. ;

COURSE OUTCOMES:

' 1 Gain a fundamental inowleége of what Cybor
1 cot Security is and Apply kriowledge of computer
i science to provzﬁe sccunty

_ Classify- tixfﬁ:zem type of atiack and how to |
cox identify and prevent.

o Tdentify issucs to protect digital assels in
Co3 | tOmpliancc'wiﬂz-cyber Taws. |

1 Determine z"m: winembxlxtg 10 detects and
- | classifies system weaknesses in networks, |
1 CO4 | application and predicts the: effoctiveness of |
' couutenncasm'es _ .l e

T
7o
iy «‘\ t

- Acquire kmwiadga about’ nelwork séeurity
N tools and authenlication apphcarmxss and
COs ‘apply legal and cthical aspects to nianage and
audit digital assazs.

:
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- 5CSUS.1 STATISTICS A}\"D I’RGEABlLIT‘x' THEORY

Cteﬁit. 3 (BLHTHOP) Max. z}’{arks: 150(IA:50, ETE:100)

i

Objectives:

i, ’1‘0 understand canccpts of $tatistics and Probability and Azmiyse discrete & continuous
distributions.

2. Understand Correlation & Regression arealy&zs and Markov pmt.ess

-S:,'Haf:nusv

i

Introduction & Discrete random variables: Sample spac:c cvents, algebra of events,

Bemoulli's ‘trials, Probability & Baye's theorem. Random variable & their - event. space,

pmbab:h&y generating ﬁmcnaa, expectations, moments, comguiaimns of mean lime o failure,

Bemoulli & Poisson processes.

'stcm:e & vontinuens distributions: Probabihty drstnhuuon & pmbabxm}f densities: Binomial,
Poisson, normal rectangular and exponential distribution & their PBF’S, moments and MGF's for
-abwovc distributions, e

r

Correlation & Regresszon* Linear regression, Rank wrmia{mn, Mcthad of least squares Fitting
of straaght lines & second degree parabola. Linear mgrcssnon and cwlahan analysis,

Qucuing Theory: Pare binth, pure death and bmi:»éeaih pmccsses Mathernatical madci'-: for
ML, MAV/N, MAVS and M/MIS/N queves. :

Discrete Parameter Markov chains: MG/ Queuing model, Bxscretc parameter birth-death

3
i
:
H

TEXT BOOKS: - L e

*a
T

L Statistics Probability and Random process , Dr. K.CJain & Dr. _ié.hﬁ.i?;awat |

REFERENCE BOOKS: ;

i

1 Rﬁgg, R.V. & Craig, A.T., Introduction to Mathematical Stansims, 5th Ed., Prentice-Hall,

Inc., Englewood CIiffs, N.J., 1995.

2. Meod, A M., Graybill, F.A. and Boes, D.C, Introduction o the ’I’hcory of Szausncs, 3rd Ed.

Mchw Hil, Ine., New York, 1974
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| scsusa

.Fmdlhc pmba%nhiy of the gwen data in |

every decision making process and analyse
the given data on applying Bayes” Theorem

'phenemena through. certain discrete &

Construct prcbaiaziasuc models for observed

conlinuous dzsmhmso_r;s

Constrict pmbabzhsﬁc models for observed
phenomena through  certait continuious.

distributions which play an impodont role in
many. engmmrmg applmauons

| &naiyze: sampia data and interpret the same

for ;acpuia{a?n. using corelation &

regression.

Comelate two 3
| for ;}redtci:on.asmg dafa.

ariables and fit the cuwes

w0
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5CSUS.2 ADVANCED GRAPH THEORY

Credit: 3 (BLHOT+0P) | Max, Marks: 150(1A:50, ETE:100)

Qbjectives:

. Demonstrate the knowladgc of fandamental concepts in Gmph theory,
2 Apply models of (}raph theory to solve problems of ccm;ec:mty and uncertainty,

; s

Sylabus:

Introduciion: Finite and Infinite graphs, Incidence and Degree, isolated' Vertex, Pendant Vertex
and Mull Graph, Isomorphism, Subgraphs, Walk,Path, and Circoits, Connected Graphs,
Disconnected Graphs and Components, Euler Graphs, Qpemtxon on Graphs, Hamiltonian Paths
and Circuits.

Cuts-sets and Cut- Vertices: Cut-Sets, Properties of Cut-sels, Cub-Scts in a Graph, Connecivily
and Separcability, Network Fows, 1- Isomorphism, 2« Isomorphism.

Planar and Dual Graph: Combinatorial Vs Geomelric Graphs, Planar Graphs, Different
representation of Pianar Graphs, Detection of Planarity, 'i’hscimcss and Cg{:ssmg,

Kuratowskt's Theorem, Wagner's Theorerns, :

‘\riatnx Represeatation of Graphs: Incidence Matix, Suhmamcs of A(G), Circuit Matrix, Cut-
Set Matrix Path Matrix, Adjacency Matrix.

Coloring, Covering and Partitioning: Chromatic MNuinber, Chmmazm Partitioning, Chromiatic
Polynomizl, Matching, Covering. Maximum Maiching Hall’ s matchmg condition, Min-Max
theorms, Independent sets and Covers, ; ,

Connectivity and Pathis: Cuis and Connuetivily, I\-Cﬁnnccted Gmphs, Network Flow Ford-
Fulkersdn Labeling Algorithm, Max-Flow Min-cut Théorem, Menger’s Proof,,zasxng Max-Flow
Min-Cut Theorem, !

Perfect Graph: The Perfect graph theorem, Classes of 'p&rfecit graph. .Matro'id:- Propettics of
Matroid, The dual of Matroid Matroid Minors and Planer graph,Matroid Intersection and Union

TEXT BOOKS: 2

N, DPeo: Graph Theory with Application to Enginecring and Campu:cr Scignce, PHI.
2 D.B. West, Introduction to Graph Theory, Prentice Hall. : W

W7
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REFERENCE BOOKS:

1. 1.ABondy snd U.S.R Murty: Graph Theory, Springer.

COURSE OUTCOMES:

| Demonstraté the -;cnawirédt;iéf “fundamental

concepts in Graph &hemy

problems of mnn&iw;iy and uncertainty.

Apply models of Graph theory 1o solve |

“theory.

Analyziog graphs and random phenomena'
occurring in reai Sife situations using Graph

Interprot the znudeis of Graply theory. for real

lifo and cn%_r:mng problems,

12 3
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5CSUS.3 DATA MINING AND WAREHOUSE

Credit: 3 GLH0T+0P) Max. Marks: 150(IA:50, ETE:100)

Objectives:

1. To enable students to undcrstand and implement classical algorithms in data mining and data

warehousing.
2. Students will learn how to analyze the data, identify the problems, and choose the relevant

algorithms to apply.
3. Students will be able to assess the strengths and weaknesses of the algorithms and analyze

their behavior on real datasets.

Prerequisites: Linear Algebra, Probability and Statistics, Programming

Syllabus:

Intro‘ducti.on: Types of Data, Data Mining Functionalities, Interestingness of Patterns,
Clgsgﬁcatmn of Data Mining Systems, Data Mining Task Primitives, Integration of a Data
Mining System with a Data Warehouse, Issues, Data Preprocessing.

n Miming: Mining Frequent Patterns, Associations and Correlations, Mining
ssociation Rules, Correlation Analysis, Constraint Based
d Prediction, Basic Concepts, Decision Tree Induction,
fication, Classification by Back propagation, Support
mers, Other Classification Methods,

Frequent Patter
Methods, Mining various Kinds of A
Association Mining Classification an
Bayesian Classification Rule Based Classi
Vector Machines Associative Classification , Lazy Lea

Prediction.

Major Clustering Methods, K-means
Based Methods, Grid Based Methods
| Data, Constraint Based Cluster

ypes ‘of Data, Categorization of

Partitioning Methods, Hierarchical Methods, Density-
Model-Based Clustering Methods, Clustering High Dimensiona
Analysis, Outlier Analysis, Data Mining Applications.

Cluster Analysis: T

s, Building a Data warehouse, Mapping the
DBMS Schemas for Decision Support, Data

»

use: Data warehousing Component
cessor Architecture,
formation Tools, Metadata.

Data Wareho
Data Warehouse to a Multipro

Extraction, Cleanup, and Trans
Reporting and Query tools and Applications, Tool Categories, Thq Neegi for App“c::iiogsi
Cognos Impromptu, Online Analytical Processing (OLAP), MLlltldlnmen§1onat!TDatla oEAeP
OLAP Guidelines, Multidimensional versus Multirelational OLAP, Categories of Tools,

Tools and the Internet. \/ "
hl A »
«
P N \?LWW
. 13
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; 4

CASE STI}DY. Use your knowledge gained i in the $§lb}ec£ to expiam how online retailers track
and process our web i}mwsmg data to show us specific advertisements.

#
H

TEXT BOOKS:
1. Alex Berson and Stephen [Smith, "Data Warehousing, Data Mmmg and OLAP“ Tata
MeGraw Hill Edition, Thirteenth Reprint 2008,

2. Fiawei Han and Michicline Kamber, “Data Mining Concepts and chhmques Third Edition,
Biscwer, 2012.

REFERENCE BOOKS:

I Pangé&mg Tan, Michael Steinbach and Vipin Kumar, “Immdactwn to Data Mmmg " Person
Education, 2007.

2. kP Soman, Shyam Diwakar and V. Aja, “Insight into Data Mmmg Theory and Practice”,
Eastern Econorny Edition, Prentice Hall of India, 2006,

3. G. K. Gupta, “Introduction to Data Mining with Case Smdzes” Eastern Economy Edition, |
Prentice Hall of India, 2006.

4. Daniel T.Larose, "Data Mlmng Methods and Models”, Wﬁcy»lntcrscmnw, 2006,

CGERSE ﬂI}TCOMES

L Understand the f‘zmctaonahty cf t}zc varmus data :
col ‘mining components, |

Appreciate the §trengths and hmxta’uens of various |

. crene b . data mininp miodels, | s
ﬁ ' | it €03 Compate and contrast the various ciassxfiers.
N CO4 Understand various clustering methodologies.

Describe and wtilise a range of technigues for
designing data warchousing and date mining
systers for real-world ag;piacamns

i}
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SCSUG.1 GSM COMMUNICATION AND MOBILE DATA NETWORKS
Credit: 2 2LAHOTHOP) .Max-.éz@iarksf 150{1A:50, ETE:100)
Objectives: ;'

1. To impart kaowledge of witeless cammuumtxon mclmimg challenges in wireless
commumcation.

2. To cover various design and realization aspects for a celluar neﬁvozk
3. Torecoliect the journey of cellular networks and ex.mam {ulurc developments.

Syilabns.

Wireless Channels: Large scale path loss — Path loss models: ?ree: Space and Two-Ray models -
Link Budget design ~ Small scale fading- Parameters of mobile multipath channels ~ Time
dispersion pammeters&aherence bandwidth — Doppler spread & Coherence time, Fading due to
Maultipath time delay spread — flat fading - frequency selective fadmg Fading due to Doppler
spread — fast fading — slow fading. .

Cellular Architecture: Multiple Aceess tcchmques FDMA TDMA, COMA ~ Capacity
calculations—Celiular concept- Frequency reuse - channel assignment- hand off- interference &
system capacily- nunking & grade of serviee — Coverage and cap:aci_ty. impro‘.vemc'm,

i "y

Digital Signalling For Fatﬁng Channels: Structure of 2! w;reless conmunication link,
Principles of Offset-QPSK, pf-’-‘.-DQPSK, Minimum Shift K{:ymg, Gaussian Minimum Shift
Keying, Error performance in fading channels, OFDM pmczp{-:: Cyclic prefix, Windowing,
PAPR: ; ;

¥ é
Adaptive equalization, Linesr and Non-Lincar equalization, Z:em forcing and LMS Aigonthms,'
Rake Reccwcr, Diversity Combining Techniques, MiMO sysicms, MIMO Ca;:ac:ty Caleulution

. \,

Wireless Systems and Sfandards: GSM Services and i’eatures Smoné“‘and“ Third Generation
Ceflular Networks, 3G COMA, WLAN, WLL, Blietooth and Personai Area Networks, Concept
of 40 dnd 5G Cellular Networks | : - NV/

' a&&ﬁ\"\ @\‘}/ ;

18
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" fdentify: and estlmatc thc challesiges of
Co1 ‘wireless communication

’.leftrcntihtc among design pamdsgms and.

components of building a celiular network

Develop ‘mathematical basis for realizing.

- | cellutar comaugication

CO4 | Ability to Manipulate and fine tune system
o | components for betier capacity extraction

' Describe ovolution  of- Cellular

1 CO5 | commusication systems and developments
mcindmg cxpianaugn of future possibilities.

SCSUGL |

13
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i ' SCSU6.2 EMBEDDEP SYSTEM
Credit: 2 {25+0T+0P) J Max. .i‘féarks:f 150{1A:50, ETE:100)
Objectives:

1. Discussthe major components that consiitute an embedded -systicm.

2. Implement small programs 1o solve well-defined problems on an embedded platforni.

3, To provide experiefice 10 integrate hardware. and software for microcontrotler application
systems. :

Prorequisitest Microprocessor And Interfaces

Syila};ﬂs: ' |

Embedded Computing Rﬁquimm}mts:- Characteristics and apgliéati'cns of ersbedded systems;
Components of Embedded Systems; challenges in Embedded System Design and design process;
Formalism for systen design. L -

Embedded Computing Platform: CPUBus- Bus protocols, DMA, system bus configurations;
Memory Devices- Memory Device Organization; Random-Access Momorics; Read-Only
Memories; Timers and counters, A/D and D/A converters, Keyboards, LEDs, displays and touch
sereens; Design examples. §

Embedded Processors: RISC vs. CISC architectures; ARM PIOCESSOT ~ Processor architecture
and memory organization, instruction sef, data operations and flow control; ARM bus;
Parallelism within instructions; Input and ouiput devices, supervisor mode, exception and traps;
Memory system, pipelining and superscalar execution. ' '

I

Embedded Software Analysis and Design: Components for| Embedded Progeams; Model
programs — data flow graphs and control/data flow graphs; Assembly, Linking and Loading;
Basic Compilation techniques; Program Optimization- Expression Simplification; Dead Code
Elimination; Procedure Inlining; Loop Transformations; Register Allocation; Scheduling;
Instruction Selection ' 5
LN g

Embedded System Actelerators: Processor accelerators, accelerated sy$tm ‘architecture, Co-
Prosessor, accelerated system design, Performance Analysis, Accelerator CPU interface, Case

Studics for Embedded System Accelerators- Setup Box, CD/DVD player, Router.
TEXT BOOKS:

1. Computeras Cﬂm;inncnts by Wayne Wolf published by-Eisméi&r Ine

2. ARM Bystem Deve

loper's Guide by Andrew S, Loss published by Elsevier Inc

;
:
;
;
¢

17
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REFERENCE BOOKS: :

I. Embedded System Design by Steve Heath published by Elsmcf Ing
2. Embedded Systemn dcmgn A unified hardware/software lntmductmn by Frank Vahid &

Tony
3 vaag; pub%xshed by }o]m Wiley & Sons Ine,

-CQURSE GUTCGi\iES

Define Embedded System and its Components
iy 5 €0z 1Hustrate bus confi gﬁra.tii:m and memory organization
| @ COo3 | Convert C program into assem’iﬁy language using
{ SCSU62 : 1 ARM instruction set. -‘
_ CQ 5 1dentify correct opiamlzation technique for assembily
X {anguage program '
{ COS Examine case studics reiatcd to Enzbedded System

Accelerators. :

e

& | i

18
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5CS§}§.3 HUMAN CGMPQT&R I\TERF.&CE
Credxt*i{zlﬁ“@ff-!"&?) Max. iﬁf}-‘irks 159({131.'33 ETE:100)
ijﬁcnves* ; :

1. Describe and apply user-centered design methods to ccn{iucz fcmnatzvc and summative
evaluationg

Explain and apply core theories and models from the field of iin

Design and implement useful, usable, and engaging graphzcal cempmer interfaces.

Discuss and critique mseamh in the field 6f HCIL

Descnbe special considerations in designing user interfaces for wellness

Syllabus: b

The Human: input-output channéls, Human memory, thmkmg, cmnuuns, individual differences,
;)sychnmgy and the design of inferactive systems. ;

The Campzzter Text entry devices w:ih focus on the design of key boards posxtmnmg, pamtmg

and drawing, display devices. The Interaction; Models of i intéraction, crganamms, interaction.

styles, elements of WIMP interfaces, mteractmzy, experience, engagcmcm and fiin. Paradigms
for Interaction,

Diesign Process: The process of design, user focus, sccnanc}é namgahen dcszgn screen design
and iayaut, ieration & pwzozypmg Usabzizty Engincering =

'Bes;gn rules: Pﬂnazplcs o support usabziztv standards, guxdc!rncs, rules and heuristics, HCI
‘patierns. -

Evaluation Techniques: Definilion and goals of evaluation, evaiuazmn ihrﬂugh expert. analysis

and user pamc;patmn choosing an evaluation method.

User support, rcquzrcm&nt, appmaches adaplive-help systems, (Iesxgnmg usér. eupport systems

Cognitive mcthods  Goals and task hicrarchies, linguistic modcis, chaiicngcs of d;splay based.

:sysiems, physieal and device models, cognitive architectures, %

~ Commuaications and collaborations siodels: Face to Face: commumcatwn, canversatmns,
Text based communication, group working, |

Task Analysis: Differences between task anatysis and other tcchmques, task decomposition,
knowledge based :maiysxs, ER based analysis, sources of information :md data coiicmmn useof -
task analysis, '

1%
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TEXT BOOKS:

I’ - “Human-Computer Interaction 3/E”, Dix, Prentice Hall, -\
- “Smart Things: Ubiquitous Corputing User Expericnce. Demgn, Mike Kunjavsky”
_3* “The UX Book: Process and Guidslines for Ensuring a Quahty User Expeuencc " Rex.
Harstan and Pardha Pyl:z,

REFERENCE BOOKS:

1. Design of Everyday Things

2. “Designing for the i}zgﬂai Agc. How to Create Humaﬁd.jemcmd Products and Services™,
Kim Goodwin and Alan Cooper

3. “Human-Computer Interaction Handbook: Fundamcntéls Evoing Technologies, and
Emergmg Applications”, Third Edition, Julie Jacko \

C{}ERSE QWCGMES

5C8U63 |

Donafd Narmm

| from the viewpoint of iman information processing.

Explain the capabihtxes of bmh humans and ccmputers’

| models, styles, and various historic HCI paradipms

Describe typical Human-computer interagtion (HC)

Tdentify the use HCL ciesxgn principles,; standards and
Iguzdclm%

Analyze:  user 'mo‘déis, user-  support,  socios
organizational issues, and stakeholder requiremients of
HCI systems.

‘Discuss HCI issues in gmupwnre, ubiquitons =
computing, v:rwai ;'eaiity, multimedia, and Word Wide

_Wﬁb~r¢iawd_.cn‘_a’1zonmc;3i§ Ll e

S o

L
b

i
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SCSULT APPLICATION DEVELQP\&ENT N SAX’ ALAB

Credit: 2 (QL+0T+3P) Max. Mnrks 75(1A: 50, ETE: 25)

Objetﬁws:

2
3

k

- To know about IDE igol and Java feature.

To design java program using file handlmg, exception handling, zmd multitheeading.
To develop a web based application using java feature.

List of Experiments

i.

3.6

9.

Java program lo display Welcome message, demonstrate C_o:grnmané. line argoments and
Scanner{ /O Streams).

» Writea’ Java pmgxam to demonstrate Buffewdl{caderﬁlf(} Szreams) and ﬁrmys

werieadmg, Method ovemdmg and Dynamm Polymozphlsm Prﬁblem Dcﬁmtwn

Use eclipse or Netbean platform and acquaint with the various menus, create a test project,
add a test class and run it see how you ¢an use suto su,ggf:s:mng, aute fill. Try code formatter
and code refactoring like ) renaming variables, methods and classes, Try debug step by step
with-a small program of about 20 ter 15 lines which contains at It:ast one if else condition and
a for foop.

A program to itlustrate the cancept of Single mimrztzmcc and Mulnievul inheritance Problem
Definition.

Write a Java program to implement the concept of exception hamilma Problem Definition.
Program to illustraie the concept of multithreading that creatcs three threads. First thread
displays ~Good Morningl every sccond, the second thread dtspiays —Hellol overy two
secanés and the third thread displays —Welcomel every thres seconds. ;

Write 2 Java program that reads a file name from the user, asné then disp}ays’ information
about whether the file exists, whether the file is readable and reads a filéand displays the file
on the sereen, with a Hine number before each line, -*

Develop an applct that displays lines, rectangles, ovals, squarc ete and Hlustrate GUI
C&mpémms using AWT/SWING.

10. Write 2 java progear that connects to a database vsing }D,BC aud does add, deletes, modtfy

and retrieve operations. _
P e AT

23
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. Designa Desktop application like ERP,CRM using AWKSWING
2 Design a web based application Hke hotel management syxtem or flight booking asmg
servlet, j Jsp and ;&bm

REFERENCE BQGKS

1. Herbert Seheldt ~~The Complete Reference Java, 7th Edition, Tata McGraw Hill, 2008,

2. James M Stack, ngmmmmg and Problem Selving with JﬁVA Thomson I.x::ammg, 2002. 3.
€ Thomas Wu, An Introduction to Object Oriented ngrammmg with Java Sth Edition,

3. MeGraw Hill Publishing, 2010,

COURSE OUTCOMES:

4, H M Dzetcl and P. J. Digtel, Java How to Program, Sixth Ed:zmn, Pearson Education PHI

Use: java functionality based fcamre like
(mhemance, cverioadmg paiymorpéusm etc.).

CO2 Develop 2 web application using servlci By
fandjdbe.
€03 | Design a program for ‘file handling and
muim%;madmg
Co4 Use of IDE tonis like bgggbens
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. SCSUIZ DATABASE MANAGEMENT SYSTEM LAB
Credit: 1 {BL+0T+2?) Max, M’ir}me T5(14:50, ETE:25)
0&}&?&%5#

L. Implementing &ata&gg_ﬁs; and applications software primarily in lha refational model.
2. Using querying languages, primarily SQL, and other database supporting software.
3. The design methodology for databases and verifying their struclural correctness. __

4. Working in group settings to design and implement database ;;w;ecis
'Preréquisims';'ﬁ:ﬁﬁhéfs”

List of Experiments:

i i}emgn a Database and create required fables. For ¢ g. Empluyce Department, College
Database; :
.Appiy the constraints Hke Pﬁmary Key . Foreign ke:y, NOT i\‘fULL to the tables.
Write 2 SQL statement for implementing ALTER,UPDATE and DELETE,
Write the queries to unpiemem the § jems i

Write the query for 1m?§ememmg the following ﬁmcnuns MAX{) Mi‘N QLAVG and
COUNT().
Write the. query to :mpicmem the concept of {megnty consxfamts

“P-W.f'?

-

.. Write the query 10 create the views.
Perform. the querics for triggers.

}‘&

‘:@??“'-‘4';‘7‘

‘Perform the following operation for dcmtmstmtmg {hc mscmon updawa‘?l anﬂ deletion using.
referential integrity constraints.. : '
10. Write the query for creating the users and their role.

Database Designing Projeet:

For better understanding students (gmug of 34 students} should dcslgn daaa base fnr of the
fcllcswmg pmjcczs \

3
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! . ;
Project 1: Consider the following set of requirements for B UNIVER&TY database that is used
to keep track of students’ trnscripts.,

Description : ' s

a) The umvcmty keeps track of cach student’s narne, student. namber, Social Security number,
current address and piwne number, p_cnnanem address and phane number, birth date, sex,
class (freshman, sophomore, ..., graduate), major department, minor department Gf
any), and degree program (B.A,BS, ., PhD ) Some user applications need to
refer to the city, state, and ZIP Code nf the studcnt*s permanent:address and to the student’s
last name. Both Social Security number and student sumber i':avc unigue values for each
student.

by Each department is described by 2 name, depa:imcnt code, ofﬁce numbier, ‘office phone
number, and college. Both name and code bave unique values for each department.

¢} Each course has a course name, deseription, course nusmber, number of semester hours, level,

and offering department. The value of the course nuraber is unigue for each course.

d) Each section has an instructor, semester, year, course, and section number, The section
number distinguishes sections of the same course that are tanght during the same
semesterfyear; its values are 1, 2, 3, ..., up % the number of ; secnons taught during each
semester.

€) A grade report has a,student; section, letter grade, and numeric gradc (0,1, 2 3,01 4),

I- Draw an ER diagram for the schema (Make sure to use wrmct natatmn for s;zi:c;fymg.
cardinalify ratios, total/partial participations, key constraints. }

2- Design the refational schema for this application. ;

3-Create tables in SQL forall the relaunns along with constraints.

Project 2: Consider a MAIL | C}RDER database in whlch cmpioyces take orders for parts from
ustomers.,
Bcscrip?tiau e

The data requircments are sumnnarized as follows: L

a) The mail opder company has employees, each xdenaf ed by & unique ¢mployee numher, fi rst
and last name, and Zip Code. |

b} Each customer of the company is identified by 2 unique custcmer number, fifst and last

name, and Zip Code.

¢) Each part sold by the company is identified by a unigue part numbcr, a part name, pnc::, and
‘quantity in stock. j

d) Each order placed by a. ca:s{omer Is taken by an employee and is given a unigue order
oumber, Each order contains specificd quantities of one or more parts. Eachorder bas a date
of receipt as well as an expected ship date. The actual slip :iate xs also recorded.

B W B\ g

4 3
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2- Design the relational schema for 1his application.

'Cr.‘eaie and pﬁp'uiatc a BMS'usmg SQL.

1~ Draw sp ER disgram for the schems (Make sure to use tarrect notation for specifying
cardinality ratios, total/partial participations, key constraints, )

3-Create tables in SQL for ail the relations along with coas:_tmizxtsé

| Create queries in SQL to retrieve znfcmauon

from a da{aba.sc,

Design am;i verafy structural correciness of
data base.

| Design coiiﬁfﬁ;imai meﬁeis of 4 database using

ER diagram or Nommalization for real life
applications.

COURSE OUTCOMES:
" C(}z.
SCSU12 |
| co3
Co4

e g e -
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5CSUI3 WEB PROGRAMMING LAB
Credits 1 {(OL40T+2P) _i * Max. Marks: 75(1A:50, ETE:25)
Objectives:

1. To develop an ability to design and implement static and dynamic website
2. Undérstand differcpt server side scripting languages :
3. Implement Server side languages in creating web applications
4, To leam the different features of JavaScript.

H

i

List;of_'Exp_e;iments:”

Week 1:

1. Leam congcepls of HTML and DHIML _

'Il)esér-i;'stio_m- To creatc webpage that contains form, ﬁamc ;abie, Yist, link using HTML.
Implement forms using HTML, FRAMES, and CSS. Initializing a Form, using Text Fields &
Textateas, Also using Multiple Choice Inputs & Menus: Using form buttons and other fnputs.

i
H
i
i

2. Cmating webpage using DHTML
Deseription: To create webpage that contains form, frame, tab!c.giist,- link using DHTML.

Week 2: s
3.Creating & greetings using pop-up BOXES

Drescriptions: Use any scripting language (ASP, JSP etc.) to design a greeting for the user: Use
Prompt o get the value, Alent will be used to display or give any message to the user tse
Prompt and alert in the JavaScript to create the pop-up boxes for the greetings..

4, Display even & odd numbers using juvaseript .
Description: Use javascript to find the oddfeven .For loop is to use to gerthe i number. You can
use prompt to get the n value then the function is called. After that alterative print the odd
number is onc color and even number is some other. :

5. Displaying sum of n numbers using javascript

Descriptions number of elements 1o be entered using prompt and to assign it in ' variable
namely n. Use for loop to print the elements and perform push function to get sum value,

26
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Week 3:
i

6. Form validation using JavaScript
Description: Assign condition to get name field, age, ‘phone numibcr, email ficld, radio butfon
checkbox for hobby and-give a select down arrow for selecting country and validate the form

7. Linking of xs document with xml

Description: We have to display the student details according to rollno by linking xsl document
with xml document, Firstly, create the xml document with student details and then create an xsl
document and template to find the root directory .use for cach to select all the student details and
display it. At the end the details of student will be displayed according the rollno by sort,

o ?? Week 4:
8.Inheritance |
Description: Extends keyword is used to perform inheritance in Ia;'va,
9. Simple application to-access :daiabﬁsc using JDBC j
Description: y E
We have to create 3 simple application to access database using JDBC. For this JDBC driver
would be loaded, After this, Database Connection object would be ‘ereated from using the Driver
anager. In the next step Statement object should be created using the connection object.
Week 5: |
H * . . } . " . ‘i?
= 10. Program using PHP database functions | Pl

Description: program using PHP database functions

11. Simple Caleulator using Java script

Description: Write a JavaScript to design a simple calculator to perform the following
operations: summ, product, difference and quotient.

Week 6: Midterm evaluation. w M .

7
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it 4 .
Week (7t 8) Project Iz Implement the following web application using
w) PHP ' '
1) Serviets '
c) ISP o | -é: -
1 A user validation web application, where user subpits. the fogin name and password to
server, These are checked against the data already available in database and if the data
" matches a successful login page is réturned. Otherwise a failure message is shown to the
user.
I Modifythe shove program (o ust an xmi file instead’of database
I -, Modify the above program 1o use AJAX to show the reselt on the same page below the
- submitbutton. o

Deseription: Validation is applied on user input data. Alert message or pop up box will be
displayed on incorrect data, First input data will be compared to datobase data. Secondly, input
data will Be compared to xm! file ‘data. In third, use of AJAX is proposed instead of alert
Week (9 to11) Project 2: To create fie Online Railway Reservation system website using server
side langunge, HIML, JavaScript and CSS.

Tool: o ’
« Visual Studio: Microsoft Visual Studio is 2 powerful IDE that easures qualily code.
- throughout the entire application lifecycle, Trom design to deployment. :
¢ MSSQL: Microsoft SQL Server s a relational database management system developed
* by Microsoft, As a database, it is @ software product whose p-rimary“-i;‘unc_tibn_li's_-t’a SLOFC
and retrieve data as requested by other sofpvare -'ﬁppiica@icns, be it those on the samc
‘computer or those m_;mi:i_g on another computer 4CI08S 2 m-::mfo.:}:..{inc_hséii}g the Intemet).

Techoology: )
«  ASP.Net/PHP/ JSP; Server Side Languages.

» SQL:-SQL is a strictured query language used for que;yii}'g._dmabgwf} o

o HTML: - It is used for giving eye catching look to the website. And also providing eusy

» (5S: - (85 is cascading style sheet whichis osed 1o gzw; designer look to HTML using
the external file. L

o Java scripti - Java script is used for client ‘side* seripting which can help in using
validation on the website and many more other functions. | : '

‘Week 12: Final evaluation of projects. | __ W
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TEXT BOOKS:

L. Herbert Sehildt Java2, Tata Mograw Hill |
2. H.M. Deital, P.J. Deital and T.R.Neito. Internet and world wide web: How 10 program:
Pearson education ; :

REFERENCE BOOKS:

1. Web Services esseniial O'Reily
2. 8.4.G odbiole, Atul Kahate, Web Technologies, TMH. /

COURSE OUTCOMES:

Derails
Tiustrate server side soripting languages

€02 | Demonstralc use of FavaScriptin web

BCSUL3 e
Programming

CO3 'Dificrentiate different input validation

methods _

€04 | Design web applications using server side
_ scripting languages )

3
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5. Identify the important properties of @ good SRS document.

{ Scheme Code(SCY I5CSE | 2016CSE 2017CSE 0BCSE_ 2ol B CSE
SC-2019CSE | L ;
5CSU14 SOFTWARE B%SIG?? LAB |
Credits 1 (QLHO0THLP) Max, M;é_rks: 75(1A:50, ETE:25)
ijcctiiws": a

I. Explain the role of a system analyst.
2. Identify the important parts of SRS document. f
3, entify the functional requirements from any given problem dcﬁé:_ri_;’ziion.

4, Develop real time project according to new methodology.

Prerequisites: Software En ginccringﬁ

List of Experiments:

1. Preparc the SRS docurnent. You should identify the appm}ériatc requirements for cach
problem; Draw the Use Case diagrams, Domain Models, and Class Diagrams using Rational

Rose. ; Draw the Sequence Diagrams and Collaboration Diagrams for each Use Case, using
Rationel Rose; Draw the State Chart Diagrams and Activity Diagrams using Rational Rose,
wherever nccessary; Develop the corresponding software using Java with an interactive GUI
and appropriste Database; o _

2. Develop software to automale the bookkeeping activities of a 5 star hotel ; The local
newspaper and magazine delivery agency wants to automate the various clerical activities
associated with its business. R :

3. Develop a software for this ; A small atomobile spare parts shap sells the spare parts for
vehicles of several makes and models. Each sparc part is typically manufactured by several
sinall industries. To streamline the sales and supply ordering, the shop owner wants to
automate the activitios associated with his business. Y ;

4. Develdp a software for this; Develop software for the automation of the dispensary of RTU
Kata i }&‘“‘P’:’ 2

Divelop a sofiware for sutomating various activities of the Estate Office of RTU Kotz

Develop 2 word processing soflware with some limited number of facilities such as making

bold, italics, underline, cut, copy and paste eic; | K

7. Develop a graphics editor software package, using which one can create / modify several

cormmon types of graphics entities ; |

8. Develop a software for automating various activitics of the department offices of RTU Kota ;
3 !

o o

30
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L ) :
'TEXT BOOKS:

1. R, S Pressman, Software Engineering A ?zactztmner 3 Appmachi MeGraw Hilt Publicatiohs,
2006.

REFERENCE BOOKS:.
R Mally Faméamcmalsz of Software. Ezzgufmerzngs Prentice ﬁaﬂ of im}za, nd Ed 2006.

C{)URSE 0'8 TCOMES:

development |

Practice the "concept of software
_‘methaéolngy :

| Obtain - new, skﬂl of pchamtmn of SRS
document according to real time project.

Deseribe advanced and emerging in project.
development models 1
Obitain skills of éesxgn UML: models of real time |
case study :

o
* y .-\; ’,}t
& T g

i
i
;
i
:
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6CSUT OPERATING SYSTEM

Credi{_.é_‘: {31&&'.&”%61’)’_ _‘ Max. '_i&iglatks. 150(1A:50 'ET:E_:}_;G{;}_

Oi};ectwaes _

Understanding of basies 08 and its types and overvigw of vaﬁé@ modules of 0S..

. Construct Process model and understanding of the IPC and Process management.
Knowledge of various process scheduling and Deadlocks gvoidance steategies.

Study of various algonithms of memory allocation schemes, page replacement, file

B s

organization and disk scheduling.

Syliabus:

!xi’tmﬁ?“.?@h and nieed of operating system, layered .azch‘imc_m_rﬁiiﬁgicai structure of operating
system, I’yp&:afﬂ&ﬁpéxﬁﬁng systerm 38 a fesource manager and virtual machine, 08 services,

‘Process management- Progess model, creation; terminatidn, states. & transitions, hierarchy,
context switching, process implementation, process control block, Basic System calis~ Linux &
Windows. Threads- processes versus-threads, threading, concepts, ‘models, kernel & user fevel
thrieads, thread usage, benefits, multithreading models, "

B i

Toter-process comniunication- Introduc 'a'ﬁ-wmassa'gcpassing,_ﬁm sondition, critical section

problem, mufual exclusion with busy waitings: disabling interrupis, lock variables; striet
alternation, Peterson’s solution, TSL- instructions, -busy ‘waiting, sleep apd wakeup calls;
semaphore, monitors, classical IPC problems.

‘Process scheduling- Basic concepts, classification, CPU and /O bound, CPU scheduler- short,
medium, long-term, dispateher, scheduling:- procmptive’ and non-preemptive, Static and
Dynamic Priority, Co-operative & Non-gooperative, Criteria/Goals/Performance. - Metrics,
scheduling, algorithms- FCFS, SIFS, shorfest remaining time, Round r.abin,_.?rig;i@y}__ci%pdnii:}g-,;_
‘multilevel quene scheduling; multilevel feedback queue scheduling, Fair shares hediling,
‘Deadlock- System model, resource types, deadlock problem, deadlock characterization, methods
for deadlock handling, deadlock prevention, deadlock avoidanee, ideadlock detection, recovery.
from deadlock. |
Memeory management- coneepis, functions, logical and physical address space, address binding;
degree of multiprogramming, swapping, static & dynamic, loading- creating 2 load module,
loading, static & dynamic linking, shared libraries, memory allocation schemes- first fit, next fit,

best fit, worst fit, quick fit. Free space management- bitmap, link lisVfres Hst, buddy’s system,
miemeory protection and sharing, relocation and address teanstation. | I\/V/’ :

H
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Virtial Memory- concept, virtual address - space, f;_ag_ing. schemg, pure segmentation and
sogmontation with paging scheme hardware support and implermentation details, memory
fragmentation, demand paging, pre-paging, working set model, page fault frequency, thrashing,
page replicement algorithms- optimal, NRU, FIFO, seeond -g}:’u_jance_'," LRU, LRU- approximation
clock, WS clock; Belady’s anomaly, distance string; design issues for paging system- local
versts global allocation policies, load control, page size, sepamte instruction and data spaces,
shared pages, cleaning policy, TLB ( translation fock aside buffer) reach, inverted page table, O
* interlock, program structure, page fault handling, Basic idea of MM in Linux & windows.

}_ﬁpﬁtf{}n_tp‘{'zt‘---s.ubsy_s_{ems.-:_c_pncepi;s, functions/goals, input/output devices- block and <haracter, .

spooling, .disk structure & operation, disk attachment, disk stﬁrﬂg{: capacity, disk scheduling
algorithm- FCFS, SSTF, scan scheduling, C-scan schedule. '

TEXT/REFERENCE BOOKS: i

1. A.Silbérschatz and Peter B Galvin: Operating System -pﬁpc-ipieséw:itey India Pvt. Ltd,
2. Achywt'S Godbole: Operating Systems, Tata McGraw Hill
3. ‘Tanenbaum: Modern Operating Systens, Preatice Hall.

- 4, DM Dhamdhere; Operating Systems ~ A Concepts Ba_st:di#pgmich_._Ta’ta'Mcﬁm&v--!-fi_}.i

5. ‘Charles Crowly: Operating Systen: A Design — Oriented Approach, Tata MoGraw Hill.

COURSE OUTCOMES:

5

¢ basics OS and its types and overview of

Tdentify the basic
various modules of OS5,

Construct  Process  wmodel  and  define  Process
| management,

Apply of various. process,
avoidance strategies, . e |
Recopnise various algorithms: of memiory sllocation
sehemes, page replacement algorithms, _
TDeseribe the file organization and disk scheduling

algorithms. o :

scheduling sand Deadlocks.
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_ 6CSU2 COMPUTER GRAPHICS

Crﬂiifﬁ; 4 GL+1TH0P) Max. Mam 150(1A:50, ETE:100)
thectivesz.

1, Gain knowledge aboukgraphics hardware devices and software used.

2. Understand the two dimensional and three dimensional graphics and thelr transformations.
3. Be familiar with understand clipping techniques. ¥

4, Determine projections and visible surface detection techniques for display.

5. Appreciate illumination and color models.

‘Prerequisites: Lincar algebra , Data Structures and Algorithms.

Sylla_hi_xs: n

e

Introduction and Line Generation: Types of computer gmphics,%ﬁraphit Digplays, Random

scan displays, Raster scan displays, Frame buffer and video controlier, Scan Conversion of Peint,
Line, Circle, Ellipse and Polygon, Introduction to Aliasing and Anti Aliasing techaique.

Transformations: Basic transformation, Matrix representations and homogeneous coordinates,
Composite transformations, Refiections and shearing. Windowing and Clipping: Viewing
pipeling, Viewing transformations, 2-D Point Clipping; 2-I) Line elipping: Cohen Sutheriand,
Liang ‘Barsky and Cyrus-Beck. line clipping alporithmy; 2-D Polygon clipping: Sutheriand
Hodgeman, Weiler and Atherton polygon clipping. '

3-D Geametric Primitives, 3-D Object rcprcscntzitiun, 3B Triansfennaﬁﬁn, 3-D viewing,
projections, i

Hidden Lines & Surfaces: Back Face Detection algorithm, Dep}h.baf&:’r method, A- buffer
method, Scan line method, Curves and Splines: Parametric and Non parametric Representations,
Bezicr curve, BSpline Curves. ' ___fn,f:‘ 4

-
Rendering: Basic illumination model, DifTuse reflection, Specular reflection, Phong shading,
Gourand shading, Ray tracing, Color models like RGB, YIQ, %levi‘i.“g,,2 HSV.

TEXT BOOKS: po |

1. Donald Hearn and Pauline Baker M, “Computer 'Gmphicg’-’,-'l’m;}tim Hall, New Dethi, 2007.
2. Theory and Problems of Computer Graphics, Zhigang Xiang, Rio'y, plastock, Schaum’s

outline series. | Lo _.
3, J. ‘Foley, A Van Dam, 3. Feiner, J. Hughes: Computer Graphics- Principles and
Practice,Pearson.

-
¥
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REﬁERENCﬁ BOOKS: i

ieﬁ"my McConnell, “Computer Graphics: Theory it Pmczzc . Jones and Bartlett
Publishers, 2006.
2. ..H;ii__ F S_Jrf,-‘fCamQutcr-Gmph;lc_s?_’f-, Maxwell Macmillan”, 1_9_9;}_.

.,&a-

COURSE OUTCOMES:

l}ndets{and the basles of computer graghics, dtffcmnt
graph:cs systems and applications of computer g:aphu:&
) Desien two and three dimensional araphics.
* Apply two dimeusional [and  three dimensional
transformations.
Determine ‘projections ™ and | visible surface detection
| techiniques for display. a
Understand and appi)} the concept of illumination and
color models, _ 5
i
! * o :_I‘*-.“: ,‘}
!
|
o
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2. Machine Leaming. Tom Mitchell. :I%‘i"rs{-E{fi'tian,-M:ﬁGraw;-%I?i_iI},.éZ&Iﬁ,_

Scheme Code(SC)___ | 201SCSE_12016CSE | 2047CSE [ 2019CSE, 2015 CSE |
5C- '26'?685?- |
: | 6CSU3 ARTIFICIAL INTELLIGENCE

Cmdit*;_ 3(BLHOTHIP) Max._m:érks:mﬁ (TA:50, ETE:100)

Objectives: .
1.. To have an overview af various Al systemand applications

2. To know about basic concepts of Problem solving method and game playing.
3. 7o obtain a thorough knowledge of various knowledge representation schemes
4. To know about various learniog methods and natural language processing.
Sylabus: =

Introduction to Al and Intelligent agent, Different Approach of Al -
Problem Solving: Solving Problems by Scarching, Uninfotmed search; BFS, DFS, lerative

decpening, Bi directional search, Informed search techniques: '_h?utistic, Greedy search, A
search, AQ™ séarch, Hill elimbing, constraint satisfaction problems. :
Game Playing: minimax, alpha-beta pruning, tic-tac-tof, jug problem, chicss problem, tiles
problem o ' .

Knowledge representation and Reasoning: Building 'a?i(.nuwlz:ziéa- Base: Propositional logic,
first ordler logic, Theorem Proving in First Order Logic, Resolution, refutation, deduction, Frame,

Sermantic n;i_mricrk script, Knowledge bases and inference. -Monotonic and. nonmonotonic
reasoning. Planning, partial order planning. ‘

Learning: Overview of different fonms of %_carri_ihg, Supervised b_a_%::_: learning: Decision Trees,
Naive Bayes, Unsupervised based learning. Neural Nepworks, Fuzzy logic.

'in't:ﬁ&:hgﬁﬁﬁ to Natural Language Processing, Different zssua involved in NLP, Expert
System, Computer Vision. __

TEXT BOOKS: - e
1. Stuart Russell and Petor Norvig, Artificial Intclligence: A Modetm Approach, Prentice-Hall.
2. Nils J. Nilsson, Artificial Intefligence::A New Sythesis, Morgan-Kaufmann.

;

REFERENCE BOOKS:

1. Arificial Intelligence for 'ﬁﬂms hy’-i.éff‘fﬁeawn,
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A :

Definie different agpmackes of Al, NLP and retatcd'
15‘5[!8. :

H

Explain and compare dufferent searching algoribm.

Solve d;ffermt gaming problem using minimax,
#lpha-beta pnmmg or searching algorithm.

| Formulate and solve problems with wricertain

| approaches.. ,

information. using %ayes ‘Navies or: Decision Tree

Represent English. semcncc domains into logic based.

tcchmques - _f

) :
}
.
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;. qna&mpics, Boolean expression and control structures.

 Scheme Code{SC) 2015C8E | 20160SE 2017CsE | 201908¢E. 2cl b cSE&

SC~2015CSE '
: %A : 3
| 6CSU4 COMPILERDESIGN
Credit: 3 (3L+0T+0P) Max. Marks: 150(EA:50, ETE:100)

Objectives:

i

I. To leam the process.of translating a moderm high-level Ianguagc to executable code and to
introduce phiases of compiler and its use.

- To extend the knowledge of parser by parsing LL parser and LR ¢ parscn

2
3, Toapply the code generation algomhms to: get the machine code for the optimized code.
4

. Understand dcs;gxﬂ:mplcmmmuen issucs involved with storage allocation and hinding,
control flow, parameter passing, symbol table. P

5. To understand the machine dependent code and to apply the opnmzzazwn techniques 1o have
a better code for code generation. _

Prerequisites: Basic knowledge of programming in C, basics of’d:ffercm types of Automata and
their xheory

. 2
i
i

Syiiabus*

Compiler, Translator, Interpreter definition, Phase of compiler, Bovlstmppmg, Review of Finite
awtomata lexical analyzer, Input, Recognition of tokens, Idea abﬁmt LEX: A lexical analyzer
genmtm:, Error handling. .

Revmw of CFG Ambiguity of grammars Introduction to parsmg 'i‘cp down paising, LL
grammars & passers error handling of LL parser, Recursive descent parsing predictive parsers,
Bottom up parsing, Shift reduce parsing, LR parsers, Construction of SLR, Conical LR & LALR
parsing tables, parsing. with ambiguons grammar. Operator precczience parsing, Introduction of
automatic parser gencrator: YACC error handling in LR parsers.

Syntax directed definitions; Construction of syntax trees, ,S)Atmbmad Definition, L-attributed
definitions, Top down translation, Intermediate code forms using postfix no,gg,;wn, DAG, Three
addiess. code, TAC for various control structures, Represem:ng TAC using tnpics and

. i
i

Stomge argnmzatxon Storage allocation, Strategics, Activation rcm;‘ds, Accessing 1o¢al and
non-local names in a block structared language, Parameters passmg,, Symbai table organization,
Data stmctures used in symbol tables.

Definition of basic block control flow graphs, DAG mprast:nmtwn of basic block, Advantages
of DAG, Sources of optimization, Loop optimization, Idea about global data flow analysis, Loop

invariant computation, I’eephefe optimization, Issues in the design of code generator, A simple
code generator, Code generatxo from DAG.
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TEXT BOOKS:
1. Ak, Uliman and Sethi: C’ampllcm Addison Wesley. g
2 Heiub Compiler Design in €, PHI

} :
COURSE OUTCOMES: |

To Analyze the pnnciples, algorithms, and data
structures involved in the! des:gn and construction of
compilers and parsers by using theory of computation.
To understand the various phases of converting high |
‘Tevel language to {gw level language such as lexical,
synzax, and semantic analysis, code generation and
‘optimization phases of compilation. '
To be able 1o cfeate lexical, semantic rules and
| grammar for a programming language. -
To be able 1o apply ophmszatzon while doing simple
proglamming.

To be able to understand. thc mquxrcmmt of heap and
: stack memory allocation. systcm_. in programming,
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? 6CSUS.1 DISTRIBUTED SYSTEM |
Qtedit: 3 (3LA0T+0P) .' Max. M‘::rics 150(1A: 58, ETE: 100)
Objectives: .

2. Describe different distributed system mode], _
3. Apply appropriate distributed System model on specific problem,
: |

1. Identify potential applications of distributed systes: in prac_ticeé

Syltabus: _
Distributed Systems: Features of distributed systems, nodes of a tii_st:ibuted system, Distributed
<omputation paradigms, Model of distribiited systems, Typés of Operating systems: Operating
System, Metwork Operating Systems, Distributed Operating Systems and Cooperative
Autonomdts Systems, design issues in distributed operating systems, Systems Concepts and
Architectures: Goals, Transparency, Sexyices, Architecture Models, Distributed Computing
Environment (DCE), Theoretical issues in distributed systems: Notions of time and state, siates
and events in a distributed system, time, clocks and event precedence, recording the state of

distributed systems. ;

Concurrent Processes and Programming: Processes and Threzds, Graph Models for Process
Representation, Client/Server Model, Time Services, < Language Mechanisms  for
Synchronization, Object Model Resource Servers, Charactetisties of Cornicurrent Programming
Languages {Language not included). Interprocess Communication and Coordination: Message
Passing, Request/Reply and Transaction Communication, Name and Directory services, RPC
and RMI case studies, ' .

Distributed Process Scheduling: A System Performance Mode), Static Process Scheduling with
Communication, Dynamic {oad Sharing and Balancing, Distributed Process

Implementation, : B
Distributed File Systems: Transparencies and Characterjstics ‘of DFS4EFS Design and
imiplementation, Transaction Service and Coneurrency Control, Data and File Replication.

Case studies: Sun network file systems, General Parallel file System and Window’s file systems.
Andrew and Coda File Systems. ' .

Distributed Shared Memory: Non-Uniform Memory Access Architectures, Memory
Consistency Models, Multiprocessor Cache Systems, Distributed  Shared Memory,
Enplementation of DSM systems. |
Models of Distributed Computation: Preliminaries, Causality, Distributed Snapshots,
Modeling Distributed Computation, Failures in a Distributed System, Distributed Mutual
Exclusion, Election, Distributed Deadlock handii:zg,/muibutéd termination defection.
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.

Distributed Agreement: Concept of Faults; faiture and recovery, Byzantine Faults, Adversarics,
Byzantine Agreement, Impossibility of Consensus arld Randomized Distributed Agreement.
Replicited Data Management: concepts and issves; Database Techniques, Atomic Multicast, and
Update Propagation. ' _ N

CORBA case study: Introduction, Architecture, CORBA RMI, CORBA Services.
TEXT/REFERENCE BOOKS:

i

1. Distributed operatinig systems and algorithn analysis!by Randy Chow and T, Johmson,

_ Pearson ]

2. Operating Systems A coticept based approach by DM Dhamdhere, TMH. »

~ Distributed Systems- concepts and Design, Coulouris G,, Dollimore J, and Kindberg T.,
FPearson

COURSE OUTCOMES:

e

Become aware of & vatiety of distributed systems

‘~is. | FEOPCT Knowledge | of | programming,
CO2 _s}mc}animﬁmmtgéeia ' ]

co3 ' ._Knjmvi;edgé o'f-dis!r;ibutéd process -échéﬁaiiﬁg._

ik Ability to understand the different types of
CO4 meinory models.

Be capable td knowing various type of services in.
i real time environment.

H

10
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6CSUS.2 PATTERN RECOGNITION
Credit: 3 GL+0T+0P) | Max. Marl.s 150(1A:50, ETE:100)

Objectives:
I. To de%*etap & basic Understanding about key application arm of Pattern Recognition,

Classification and Clustering algorithms,

2. Deyelop skills w apply feature sclection and feature extmctwn method on real life
appltcamn, 5

'Sylla,h;;s:' 7 |
Pattern Classifier: Overview of Pattem rccogmtzon, I?;scnmnant functions; Supervised
Jearning: Parametric estimation; Maximum Likelihood. Esﬁmanon, Bayesian parameter

Estimation; Problems with Bayss approach; Patern ciassxﬁcazzan by distance fimctions;
Minimum distance pattern ¢lassifier. _

Clustering: Basics of Ciustenng, Clustering vs. Classzﬁcazmn, Supcmsed Vs, unsupervised;
similarity / dzsmmaimty measures; clustering criteria; Different distance functions and similarity
measures; Minimom ‘within cluster distance criterion; K-mc;ms algorithm;  Hicrarchical
clnstenng.l(!sdadmds E)BSCAN

Feature Extraction and Structural Pattern Recognition: Frmmpai component analysis,

Independent component analysis, Lincar discriminant analysxs, Feature sclection through
fenctions! approximation, :

deﬁen Markov Models and Suppar: Yector Machine, Stam Machmes, Hidden Markov
Modc!s Trammg, Classxﬁcatmn, Suppornt Vector Maching; Fc:aturc Sa!ectmn

Recant Advances* Steuctural Paftern R¢cognx:zen, Fuzzy ?am:m Q‘iﬁmﬁcm Patterny
Ciassnﬁcatwn using Genetic Algorithms. _

TEXT BOOKS: |
L. Pattem Recognition - An Algorithmic Approach (M.Narasimba Murty, V.Susheela Devi)
REFERENCE BOOKS:

1. Pattern Classification by Richard O. Duda, David G. Stork, Peter B.Hart
2, Christopher M. Bishop. P?n Recognition and Machine Lcammg

L w Q%f

i .
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CGHRSE OUTCGMES :

F'Understand  the. Broad Arcas of Patem
| Recognition. |
€CO2 | Dévelop understandmg about Pattern. Classifier
| | and Clustering | |
CO3 Understand ~ feature. selection ond  feature
g extraction miethod

1 CO4 Understand® hidden Markov model and various
classification algorithm

| 6(33(35;2-

i
£
1
2

P &1

] .

12
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6CSUS3 DATA. CGWIFRESSK}N 'I‘ECﬁNIQI}ES

Crcdxt 3 {3b+0’I‘+GP) Max. I&i_,;a_rks,-. 150(1A:50, ETE: 100)

bbiecii?es* s

1. To discuss the thcomtml underpmnmg;s of data camprc;;smn and cover many fundamental
aigomhms :

Pmreqms;tcs*- o f
The pzcmqmsﬁes for this subject include knawledgc of ¢lcmazzim}' mathematics and: basic
aigonihmzc “You should review the main topics in mathematics, such as sets, basic probability
theary, basic computdtion on matrices and simple: trigonomewrie functions (e.g. sin(x} and
ces(x‘,i}, anii»topmsmatgomhm such as data stricturss, storage ané efﬁczency

Sylla‘buy | " } '

Campressian Techqums Lossless, Eassy, measure of pcrfonnancc, mcd»ai;ng & coding.
Losstess compression: Derivation of average information, data ‘nmdeis, uniquely decodable
codes ©  with' tests, . pmﬁx codes, Kraﬁ-lvit:s Mitlan inequality,
Huffman coding: Algorithms, minimum. variance Huffman mdes, Opzimallt}', Icngi}:x extended
todes, adaptive coding, Rice cocfes, using Huffman codes for Zasslcss zmagc COmMpPression..

;‘&r:thmeﬂc coding with application to lossless. compressmn

Dictionary Techniques: LZ77, LZ78, LZW. "

Predictive coding: Burrows-Wheeler Tranisform and mwz:»tc»:fmnt Qodmgs JPEG-LS.
F‘acs;m:ic Engoding: | Run’ iengih T4and TS

Lossy coding- Mathematical preliminarics; Distortion griteria, condmanai eOtopy, average.
mutial information, differential entropy, rate distortion theory, pmbabaizty &%nd hi‘xw system
models.

Scalar-- quantization:  The t;uanzz.zancn problem, uniform quaniizcr, Forward aéaptwc'
quantization, non uniform quantization, formal adopting. quantization, companded quantization
Vector quantization: Introductior, advantagcs, The @ndeuﬂuzo-ﬁrcy algonithm, kttice vector
qumhzahan

I}zﬂ‘emntml encoding: Immdncncn, Basic algorithm, Adaptwc DPCM, Delta modulation,
specch and i L image coding using delta modulation,

Sampling in frequency and time domain, z-transform, DCT, i)S‘I, DWHT, quantization and
coding « af‘ transform coefficient. ; :




[ Admission Year (AVY  12015.16 1201617 Z017-18 201519 269 ~20

COURSE QUTCOMES:

| Schisme Code(SC) 2013CSE | 2006CSE 2017CSE 120g¢SE 2018 CS€
SC-2018CSE.
A S S

Sub band cudmg Introduction, Filters, Bas.ze a;gcmhm, Des;gn af Flitﬁt banks, 5723 MPEG.
Wavelet based ccmpmssmn* Inimducnon wavelets multxrcselusmn ‘analysis and ﬁ;e scaling
funcnen mptementaﬁnn using fi Iters.

I '-Siﬁfood;i%ﬂéiaﬁogémssicm Morgan Kauffinan, 2006, |
REFI?.RENC’E BOQKS
1. Saloman, Handbook of Data Compression ;
2. Drew & Li, Fundamentals of Multimedia, PHI, 2006

3. iiaisa!i Multimedia Cunnnnmcatmns, Pedrson Edu Asm, 2604
4. Parckh Ranjan‘ Brinciples of Multimedia, TMH, 2006

- Explain the evolution and fundamental coficepts
o1 of Data Compmssmn and Cudmg zeehmques

cO2 Apply various | coding techniques for’
il compression of v paw data,

o3 Differentiate between Lossy and "Lossless
n o COMpression. .

co4 Understand the scalar quantization and vestor
: I quantization ©

| Determine - Differcatial, Sub band Coding and
Wavelet based Ccmpmsszon ?;‘ 2

14 B
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| | 6CSUG.1 SOFT COMPUTING
Creﬁi:t 2 QLHTHOPY : %r'i‘&iax. Marks 1501450, ETE:100)
Obj-iﬁcﬁves: |

1. To develop & -b.;ui’c.undcmangiing:df soft computing principles as Fuzzy Jogic, . Antificist
Neutal Network, Genelic Algorithm (GA), '

Syilabus: ;

Seft Computing: Inroduction, requirement, difforont tools amd techniques, usefulness and
applications: Fuzzy Sets And Fuzzy Logic: Introduction, Fuzzy sefs versus crisp sets, operations
on fuezy sets, Extension principle, Fuzzy relations and relation equations, Fuzzy numbers,
Linguisti¢. variables, Fuzzy logic, Linguistic hedges, Applications, fuzzy controllers, fuzzy
pattern recognition, fuzzy image processing, fuzzy database.

Artificial Neural Network: Introduction, basic models, Hebb's leaming, Adaline, Perceptron,
Multilayer feed forward network, Back propagation, Diffepent isst}c_s regarding convergence of
Multilayer Perceptron, Compétitive Jearning, Self-Organizing Feature Maps, Adaptive
Resonarice Theory, Associative Memorics, Applications,

Evelutionary and Stochastic techniques: Genetic Algorithm (GA), different aperators of GA,
analysis of selection operations, Hypothesis of building blacks, Schema theorem and
convergence of Genetic Algorithim, Simulated annealing and ;St?chastic models, Boltzmann
Machine, Applications. '

" Rough Set: Introduction, Imprecise Categories Approximations and Rough'Sg_ts,_i{Rednctien' of
Knowledge, Decision Tables, and Applications, —

Hybrid Systems: Neural-Network-Based F uzzy Systems, Fuzzy Lci)gicsﬁascd Neural Networks,

Genetic Algorithm for Newral :Network Design and Leaming, Fuzzy Logic and Genetic

Algorithm for Optimization, Applications.

TEXT BOOKS: ;

1. Fuzzy sets and Fuzzy logic by George Klir , Bo Yuan, PHI %

2, Neural Networks, Fuzzy fogic and Genetic Algorithms, Symh;esis and applications by §.
Rajasekaran, G, A. Vijayalakshmi Paj -

3. Neural Fuzzy Systems, Chin-Teng Lin & C, 8. George Lee, Prentice Hall PTR.

% W (ﬁv . S
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REFERENCE BOOKS:

1o inteihgem Hybrid Systems, D. Ruan, Kluwer Academic Pubhshaa:, 1997

2. - Neural Networks, 5. Haykin, Pearson Education, Zed, 2001,

3 Gene&zc Algorithm in Search and Optimization, and Machine Leamzng, D.E: Gcidbcrg,
‘Addison Wesley, 19891,

4. Learning and Soft Computing, V. Keeman, MIT Press, 2001.

COURSE OUTCOMES:

Know different methaﬁ and application of Soft
” Computing. ‘

CO2 | Understand the qochpis of fuzzy logic, Reugh set,
t Artificial neural netwari\ Evaluation method and
Hybrid method,

6CSUGT

€03 ‘Apply different soft compntmg method fora spmf el
“problem. 4

CO4 | Design a small mtclhgerst system for a specific
~ {application.

%
&
H
i
;
H
;
N
H
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Prerequisites: Network programming Ty

Scheme Code(SC). 2015CSE | 2016CSE 2017CSE 2009C8e  1ool® cgE )

6CSU6.2 somgm}m:ﬁ;ﬁmﬂm%{}gx
Crdic 2 GLHOTHOP)  Max. Marks: 15001A:50, ETE:100)
Objectives:
1. Differentiate between traditional networks and software defined nefworks

2. Understand advanced and emerging networking technologies
3. Obtain skills to do advanced networking rescarch and programming

4. Leam how to use software programs 1o perform varying and complex networking tasks,

Syllabus:

'_Intrddugim’ﬂg SDN: SDN Origins and Evolution ~ Introdugtion — ‘;?hy SDN? - Centralized and

Distributed Control and Data Planes - The Genesis of SDN

‘SDN Abstractions: How SDN Works - The Openflow Protocol - SDN Controllers: Introduction

~ General Concepts - VMware - Nicira ~ VMware/Nicita - OpenFlow-Related - Mininet -
NOX/POX - Trema - Ryu = Big Switch N&twmksf?lﬂodﬁg;}t - Layer 3. Centric ~ Plexxi » Cisco
OnePK. R | o |

i
H

I_‘rw’;};famming{_;SBN‘-St Netwotk Programmability - Metwork ?unétiﬁn' Virtualization - NetApp

‘Development, Network Slicing

‘SDN: Applications And Use Cases: SDN in the Data Center SD‘N in Other Enviromments -
'SDN Applications - SDN Use Cases - The Open Network Operating System

SDN'S Puture And Perspectives: SDN Open Source » SDM Pumms - Final Thoughts ‘and
Conclusiqns < ' ch %
: . ; ;ﬁ?“

-

H
H

Black, Morgan Keufmisnn Publications, 201
REFERENCE BOOKS:

1. Sofiware Defined Networks: A Compeehensive Approach by Paul Goransson and Chuck

18 S_DM_».-3-§ﬁwmmﬁn¢d'ﬂ¢mrks_’b}r’if’_ﬁnmas D. Nadeau & Ken Gray, O'Reilly, 2013
2. Software Defined Networking with OpenFlow. By Sig@angdohﬁoiky, Packt Publishing,
2013, B _

A
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COURSE OUTCOMES:

'Obtam skills to do advancéd acmoﬂung memh and |
programuming . ;
co2. Leam how to use software programs to p«crf’ann
.| varying and compléx networking tasks

CO3 | Apply SDN concept on Real Time Apphcaﬁm

g Implement the SDN concept using: Network
{ €04 .pmgmmmmg

:
!
;
:
i
i
i
H
i

.,
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Prerequisites: Software Engincering:

i

$C-2018CSE : ]
" 6CSUS.3 AGILE SOFTWARE DEVELOPMENT
Cmdm 2 2LA0T40P) Max. Marks 150(1A150, ETE:100)

Objectives: | L

development. A

1. Describe the backgrgund and driving forces for taking an Agile spproach (o software

Describe the business value of adopting Agile approzches and deyelopment practices
« Use Test Driven Development with unit tests. '

Apply design principles, refactoring, version control and continucus integration to achicve

Agility
Perforin testing sctivities within an Agile project

-

Sjri!,ab._:us_: i v

Agile Programming: Introduction, Flavors of Agile Development, Agile Manifesto, Refactoring
Technigues, Limitations of The Agile Process. ._ %

Extreme Programming (XP): Introduction, XP Equation, XP 'V&Iées", Assuming Sufficiency-
Sufficient time and resources, Constant change of cost, I}#vc’_lupcrf; cffectiveness, Freedom 1o.
cxperiment. Extreme Programming Practices- Introduction, Coding Practices, Developer

Practices, Business Practices.

XP Events: Introduction, Iteration Planning-~ Stories and tasks, gstimafes and schedules, Fiest
itezation, lteration, Releasing. Extreme Programming Practices- Inteoduction, Story Cards, Task
Cards, Bullpens.

Roles' in Exireme Programming: Introduction, Customer’s Roles, Devgloper's Roles,
Supplementary Roles. Coding XP-Style- Introduction, Balance: Fenctionalige" with Simplicity,
Implement Only the Needed Features, Eliminate Rgpﬁ;é_t_itiﬁnfﬁdgptiﬁg'XP# Introduction, Before
Commencing XP, Eliminating Fear and Working Together, Starting Feedback, Including

‘Maniagers and Customers.

Agile Modeling with XP- Introduction, Agile Modeling: Principles, Comparing XP and Agile

‘Modcling, ‘Serum Methodology- The roles of Scrum, Advantages of Scrum, Dynamic Systems

Development Methodology- Tntroduttion, Overview of DSDM, the ?}iﬁéip?cs of DSDM, Phases
of DSDM, Core Techniques Used in DSDM, B |

19

3
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1. Robert C, Martin, Agile ‘Software Development, Principles, Patterns and Practices, Prentice:
Hall o . g L
2. Ken Schawber, Mike Beedle, Agile Software Development with Scrum, Pearson

b

i
b

REFERENCE BOOKS:
L. R.S. Pressman, Software Engineering A Practitioner's Approach, MeGraw Hill Publications,
2006, 3 o o
2. Lisa Crispin, Janet Gregory, Agile Testing: A Practical Guide for Testers and Agile Teams,
Addison Wesley T s
L 3. Alistair Cockbum, Agile Software Development: The Cooperative Game, Addison Wesley
Bt 4. Mike Cehn, User Stories Applicd: For Agile Software, Addison Wesley

 Describe. the background and driving forces for
taking an Agile approach 1o sofiware developmenit

| prajecr. _
€o3 Demonstrate  the  agile methodology and’ XP

€Oz [Apply Extreme Programming Concept on real fime.

Concepts,

CO{ | Extend knowlodgs of scrum and XP coneepts.

20 ;-
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c " 6CSUL1 OPERATING SYSTEM SIMULATION LAB
Credit: 2 (OL+0T+3¥) . Max. Marks: 75(1A:50, ETE:25)
Obje{t'ivas:; '

1. Practical .qxpﬁgicnccﬁiih_ designing and implementing concepts cef operating systems such as
system c;:’f}s_, C?.U."schedzzling,g Process management, memory. m@magament,- file systems and
~ desdiock handling using Clanguage in Linux cnvimnmm}'t '

_-Lis:'o_if JExyeriments

_ L. Implement the Producer-Consimer problem using scmaphores(Using UNIX system calls)
i 2. Given the list of processes, their CPU burst times and arsival times. Displaylprint the Gantt
y chart fof Priority and Routid robin, Sl
| 3.. Threading & Synchronization. Applications fist of processes, their CPU burst times and
arcival times. Display/print the Gantt chart for FCFS and SIF, |
4. Implement. Banker's algorithm for Deadlock Avoidance 8. Implement an Algorithm for
Deadlock Detection | |
5. Implement some Memory management schemes like FIRST FIT, BEST FIT & WORST FIT
6. Implement the all page replacement algorithros a) FIFO b) LRU ¢) LFU

7. Implement file allocation techniques Linked fist.

COURSE OUTCOMES:

?@3*%‘1‘?&‘“
Code

Use modem operating  system  calls  and
synchronization lbraries -in software/  hardware
interfaces. . TP

Analyze and similate CPY Scheduling Algorithms
like FCFS, Round Robin, $IF, and Priority. |
Understand the. concepts of deadlock in operating |
systems and implement ithem in muitiprogramming

system. ¢

Implement memory management schemes and page
veplacement schemes,

:‘S.Eri_z‘a;il’:’zté"_filé.aﬂt};:atian'a:@d’ organization techniques.
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__ 6CsUL2 mmmn-@mmm@s .

ﬁretiit:'z {OLHT+3P) - ‘Max. Marks T5(14:50, ETE:25)
Objectives:

N 'i}ilderstanti the need of developing graphics 'appiica{fcn-.-{- ' ;

2. Leam alporithmic development of graphics primitives like: line, eircle, polygon olc;

4 oam the representation and transformation of graphical images and pictures.
4. Create 2 visual scene using _cqm;_}_uiﬁr.gmphigs__a_;ggﬁ:ms concepts,

List of Experiments

3!
®
:
i
£
¥
¥
G

e L Draw _différ‘e_n:_ types of squares and shape given in fig. lby 3}npp_¢m;nﬁhg- line drawing
; algorithms using DDA and Bresenham's method. S |

H

« Draw semi-circle, cirele and arcs (30%, 60°, 90°% using Midpoint algorithm,

Pecform 20 ge‘bmc;'g;ig..ummfcnnatiaﬂssf-"fmnslatim, Rotation, 'Sr:é.ling;_}_zgﬂc;{fen; shearing
on the shapes generated in Experiment Land2, S
Perform composite 2D transformations on the shapes generated mﬁxpmmcmi and 2,
Draw 2.polygon. using any line drawing' algorithm and. perform line clippifie ising Cyrus.
Beck, Cohen-Sutherlind and 'LiazsgéB_a;{sky-_a’igoritiuns:aggiqst;a selected W?Eda‘w;_
Perform 3D geometric transformation on the shape given in fig, 1. g
» Create a visual scene by using all the above implemented digorithms,
ﬂ_&t’e-_._Impi'emant?ea'ﬁﬁ algorithmin a function and fater on uss that fusnction.

e

Py

e v

TEXT BOOKS:

4. intém;:_tiw._(_?amputgr. Graphics A Top-Down Approach with 'ép;anéL,_.E_ﬁ_ward Angel,

Pearson, 5* Edition, 2009,

A 2
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COURSE OUTCOMES:

'I)cmonstrate the cancapts of Hine and circle drawing.

Apply mfomauox;s ont various objests like, line,
circle and pelygon

Makc use ofchppmg algorithm to render an object in
a selected window, |

g Deveiop a visual mnc using computer graphics
concepls,

¥
k4

2
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6CSUL3 ARTIFICIAL mf}z&&iﬁmmﬁ LAB
_.{_'":_rédjit:{ i{i}L*i-i)T*ir_Z}"}- Max. Z;&.arks TS(IABOETE:25)

Objectives:

1. Toknow about proleg language for knowledge representation.

2.. Todesign searching algorithm and game playing algorithn for -siafv_z%{:iﬁc- problem.
3. Toapply learning algorithm for real world problem,

List of Experiments.

1. Find out path in a graph from given node to goal node using breadth first search,
2. Find out path in a graph from given node to goal node using depth first search,
3. Apply A" algorithm on weighted graph (distance problem) and find out optimal path from
given fiode 10 goal sode using heuristic function.
4. ‘Write down Prologs response(s) to-the query p(X) for the following program,
CpX) X)X >3, ' '
- a(h2).
- 12,
© x3)
- 14).

5. InProlog, assume that you have a:number of facts of the form: _
. mother(M, C), #*M is the mother of C %/
. father(F, C), /* F is the father of C */
- male(X). * X is male */
* female(X). _ 7% X is female %/
- Write Prolog rules for ) ; 2
. grandmother(G, X)), /* G isa grandmgther of X
- sister(S, X). *Sisasisterof X

Write a program to solve 8-Puzzle problem using Prolog, |

Apply Nalve Bayes classifier on labelied data(Jerman base credit card fraud ‘detection) and
- _find out aceuracy. Apply Decision tree algorithm on labelled dnta(Jerman base credit card
* fraud detection Y and find outdccuracy. |

8. Compare Naive Bayes and Decision Tree algorithm on same labelled data using

9. ROCeurve, ©

10. Design Alpha beta pruning alg

;

thm for tic tac 10 problem.

24
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vk

REFERENCE BOOK:

I Stuart Russell and Peter Moyvig, Anificial Inteltigence: &Moﬁcm Approach, Prentics-Hall,
% An Introduction to Programiniing in Prolog by Patrick .S_a_itx-t-éi}izie?f '

COURSE OUTCOMES:

1 Design an aiorzﬁzng for searching problem,

__ Implement decision tree and Naive Bayes
Kols7] | algorithms jfo solve. uncertains information data

problems.

N Write English sentences into first order Togie]
COS‘ RSin g Pfﬁfﬁg‘ § | |

| Develop correst inference rule for English
| sentence using Prolog. e
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Scheme Code(SC) 2015CSE | 2016CSE  2017CSE 2015CSE 2015 CsFE
SC-2015CSE Cwm g oo
L 6CSU14 COMPILER DESIGN LAB
Credit: OLHIT+2P) Max, Marks: 7514150, ETE:25)
(}bjesct_ives:
. To 1mplcm¢nt Lexical ! Avalyzer using Lex too} &.-Sy:ijtaxﬁnaiyzér Or parser using YACC
Tool
2. Toimplement Symbol Table, A

3. To implement front end of the compiler by means of generating Intermediate codes.

List of Experiments

1. To i"dentify whether given string is keyword or not?
2 Cm:nt total no. of keywords in a file, [’I‘gkmg file from user]
3. Count total no of operators in 2 file, [Ta}cmg file from nser}b \
4. Count total occurrence of cach character in a given file, E'I'akmg file fmm user}
5. Wrzte a C program to insert, delete and display the entries in Symboi Table,
6. Wnic a LEX programto rdentify'

1. Valid mobile number

2. Validurl

3. Valid identifier

4. Valid date (dd/mmiyyyy)

s. Valid time (hh:mm:ss) ,-
- /4 Wme % ch program to count blank spaces,words lines in a given fi Ic VRO
8. Wmc a lex program to count the no, of vowels and consonants ina C file.
9. Write a YACC  Program 1o recognize strings aaab,abbb using a®nbin, whcm b>=g,
{18 Wrxte a YACC program to evaluate an arithimetic cxpmsgon mmivmg operafors. +,~* and /,
11, Write a YACC program to check validity of a strings abed, asbbed usmg grammar
-a"nb"nc"‘md“m wheren , m>0

12, an all program zo find ﬁrst of any grammar.

' _.an."’""ﬁ (%/ W W
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e

I_;Iem:fy.th&.tkcns_ from a file and classify them,
Make use of appropriate data structurc to impiement

variou$ operations of symbol table,
 Apply the concept of regular. expressions and |

| construct solution for fex programs:

Show implementation of botions Up parsers for |
various problefus by YACC Tool.

To construct Program to ealeulate first and follow by
applying thesretical concepts ofits calculation, '

H

i

2y
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' Admission Year (AY) [ 2015-16 | 2016-17 201718 .Eﬂﬁ&'i9-' 20(9 ~2.0

Scheme Code(SC) 2015CSE | 016CSE 2077CSE 20i§CSE 201 B C<E
sC- z@'xscsg

| 7CSUL INTERNET 6?1‘1113&5 |
_C:edit;: 4(3};&?1{&*91‘) ) Max. Marks I56(1A: 50, ETE: 100}
()bjeeéi;vés: | i |

L. Discussthe tcnnmelagy, technology and its applications, \

2. Provide an understanding of the technologies and the sta.ndnrds miatmg to the Internct of
’f'hmgs § -

3. Introduce the concept of M2M {machine to machine) with nccessazy protocols

4. Identify domain specific I0Ts .

i’remqmsm Fundamentals of computer network, wireless SETSOr nciwerk communication &
internet technology, web technciegy, information security.

R

Syliabus:

Int‘mﬁu;:tion to Io'E: Definition and characteristics of 10T, %Dwgn of IOT: Physical design of
IOT, Logical Design of IOT- Functional Blocks, communication mmieis, communication APIs,
0T enahlmg Technologics- Wireless Sensor Networks, Cloud ccmpu{mg, big data analytics,
cmbcdded systems. 10T Levels and deployment templates. "

T Harﬁwam and Software: Sensor and acmaiar, Hunzzdxzy scnsors, Ultrasonic scnsor
Temperature Sensor, Arduino, RaSpbarry Pi, LiteOS, RI0TOS, Cennk; 0S8, Tiny OS.

Architecture and Reference Model: ln&mductxon, Ref’ercnce Model and  architecture,
Representational State Transfer (REST) architectural style, Uniform Resourcc identifiers (URIs),
Challenges™in JoT- Deosign challenges, Development chatlenges, Sf:::umy ch‘hliehges* Other
¢hallenges.

| 10T and M2M: M2M, Difference and similaritics hetween 10T and M2M, Software defined
networks, network function virtualization, difference between SDN and NFV for IoT.

Case ‘study of IoT Applications: Domain  specific ;{QTS- Heme automation, Cities,
cavironmennt, Encrgy, Rcta;l  Logistics, Agriculture, Industry, Health and Lifestyles,
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TEXTBOOX:

P

1. Vijay Madisetti and Arshdeep Bahga, “Internet of Things (A Hands-on-Approach)’, Ist
[Edition, VPT, 2014,

REFERENCE BOOKS:

1. Jan Holler , Viasios “Tsiatsis, Catherine Mulligan, Sfcfaﬁ Avesand, Stamatis Kammbuskas,
Da\ryd Boyle, “From Machine-to-Maching fo the Imemez of Thmgs* Introduciion 10 a New
Age of Intelligence™, Ist Edition, Academic Press, 2{314* L

2. Geiting Started with Raspberry Pi, Matt Richardson & Shav.rn Wallace, O'Reilly (SPD),
2014, ISBN: 9789350239759
3. Michael Margohs, “Arduing Cookbook" 2nd ediiien o Rclliy, 2012,

W

COURSE OUTCOMES:

Defitie 10T and 1ts “logical and physical-

: d-:.sxgn

CO2 Review cnabhng * aechna‘iog;es of 10T,
‘hardware,  software  components, and’
architecture of [OT

s CO3 | Discover chalienges of I1OT and
dissimilarity with M2M_
€O4 | UseSDNand NFV fo virtuslise 0T

o 4

i
5

COs ‘Examine case smfixes related to domain
;aecxfia IOTS

A

e S e e
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Roles a,nd boundaries, cloud charactensncs

Seheme CodefSC) 2015CSE ¢ 0I6CSE 207CSE ZGQCSE 1201 2 cse
SC-2018CSE « :

7CSU2 CLOUD COMPUTING
g‘;rgﬁ;gg 4 BLAITHPE) _ 'M‘gx; Marks 150(1A: 50, ETE: 100)
Objecfives: } |

Understand the current trend and basics of cloud computing

Learn cloud enabling technologies and its applications ,

Explore different cloud mechanisms and get exposure to advancﬂd slouds

Analyze the cost metrics, handle the security threats and consi‘mci; dxffemnﬁ cloud delivery

desizn models
Prerequisites: Computer Architecture and Organjzation.

Syllabus: .

Understanding  Cloud Computing: Concepts of ciauci compntmga Cloud origins and

influences, basic conoepts and terminology, Cloud computing lt;vcragcs the Internct, Elasticity

and scalability,goals and benefits, risks, challenges, and Limitations. Def’ ining Cloud Computing,
S :

Cloud Service delivery models: Infrastmcmrc as Services(laaﬁ};séﬁwam as a Services(SaaS),

Plateform as & Scrvices(PaaS), Identitiy as 2 Services(IDaaS),Compliance as'a Services{CaaS).
Cloud - deployment scenarios: Cloud deployment models, Public clouds, Hybrid clouds,
Community, Virtual private clouds, Vertical and special purpose, Mzgratmn paths for cloud,
Selection criteris for cloud deployment. .

Cloud Enab]mg Technology: Introduction to ‘v’muaizzaizong Vzﬂualm{mg”ctmr&ttenmcs of
virtualization, Benefits of virfualization, Virtualization in cloud computing, Hypervisors,
multiteriant technology, Types of tenancy, Virtual machine momiors, Virtual machines. Use of
Virtualization Technology, Load Balancing, benfits of vmuahzatwn, Hypemsor, Full
virtoalization and pmvzrtualzzanon, Hardware support for vuiuahzatmn.

Case study: Xen, KVM, YMware, VMM based on pm-vmuahzatm

Cloud: Administration and Security Manngement in cloud t,jcmi)uting_: Cloud security

reference model, How security gels integrated , Cloud security, Understanding seourity risks,

Principal security dangers to-cloud computing, Cloud Se@:uritﬁa, Data Security, Disaster Recovery
and Planning, Cloud Disaster Management, Identity and Access Management, Availability
management in SaaS, TaaS, Paa8, future of Security in Cloud compuling.
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Cost Metri&s and Fming Modals: Business Cost Melrics, Ciaur.E t}saga Cost Metries, Cost.’
Managemm: Considerations,

Case study: IBM Smart Cloud, Amamn Web Services, Google Ciw& piﬂtform, Windows Azure

platform, A comparison af Cloud Cnmputmg Platforms, Comman bmidmg Blocks.
§ :

TEXTBO OKS:

1. 'Thomas Erl, Ricardo Puttini, Zaigham Mahmco:i Cloud Compunng Concepts, Technﬂlogy
& Architecture, PHI Publications;2013

2. Gawam Shroff, Entcrgnse: Cloud Compumng Technology, f‘imhuccmre,apphcmmns

Cambndga University Press, 2010.

2 Rom!éi(mtz Russeli Dean Vines, A Comprehensive guide to secum cloud ccmputmg,

W:lcy, 2010. i

T
a

REFERENCE BOOKS: |

1. Borko Furht, Armando Escalante (Editors), Handbook of Cloud Computing, Springer, 2010,

2. John'W. Rittinghouse, James F.Ransome, Cloud Computing: Impicmcniaum, Management.
and Security, CRC Press, 2012,

3. Raj Kumar Buyys, James Broberg, Andrezei M. Gf}scmskl Cioud Compuung ancaples and.
paradigms, 2011 ;

4. Barrie Sosinsky, Cloud Computing Bible, Wiley, 2011.

Outline the concept of cloud computing, characteristics,

Cor risk and challenges involved in it.

o1 Explain cloud service 20d dcple}rmcm models and @pply
7CSUL | S L] redisce programming model.

CO3 Hlustrate concept of virtualization along with fis types

04 _Assess the cloud storags system, cloud security, the risk

) involved, its impact and devciap cloud application.

cos Tdentify the different cost melric, Analyze the conceptof |
e | Goeglecloud piaifomz and dcscrzbc the components of

- Amazon web services.




R
-

Ty
Sz

Admission Year (AY) | 2015-16 ] 201617 2017-18 3015-19 T018 ~ 2.0

2. Describe different Digital Image Processing Model.

-Syiiabus:

Schenie Code(SC) 2015CSE | 2016CSE | 2DI7CSE 014CSE 20(B CSE
8C- z&i_a'(:sg

7CSU3 DIGITAL iMAGE‘PROCESSNG
Credit: 3(3L+0T+0F) Max, Mazks, 1sn(m- 50, ETE: 100)
Objectives: |
I. Identify potential applications of Digital kmiage Processing.
3. Appty appropriate Digital Image Processing on specific pmblem.i‘

§,.

Introduction 1o Image Processmg. Digital Image representation, Sampimg & Stcps in image

?mcessmgo Image acquisition, color image representation

Image Teransformation & Filtering: Intensity transform functmns, histogram processing,

Spatial filtering, Fourier transforms and its properties, frequency domain filters, colour models,

Pseudo colouring, colowr transforms, Basics of Wavelet ’I’msfumas

Image Restoration: Image degradation and restoration process, Nmse Models, Noise
Filters, degradation function, Inverse Filtering, Hamomar_ph;%m Fﬁ:egng

tmage ﬂompressim:;: Coding redundancy, Interpixel redim’r}anéy, Psychovisual, Huffman
Coding, Arithmetie coding, Lossy compression techniques, JPEG Compression

Image Segmentation & Representation: Point, Line and Edge De;tectmn, Thresholding, Edge
and Boundary linking, Hough transforms, Region Based Segm&ntanen; Boundary representation,
Boundary Ds:scrzpwm Regional descriptors.

TEXTBOOKS: E
L
1. Gonzalez and Woods; Digital Image Pmcassmg ISDN 0-2&1-600- ’?ﬁ" Addison Wesley
1992,
2, Boyle and Thomas: Computer Vision - A First Gurse 2nd E:i;zz{m, ISBN {}—632—028—6‘?}{
Blackweil Science 1995,

3. Gonzalez and Woods: Digital Image Processing ISDN- 0-28!-&&6~ 781, Addison Wesley

1992.

4. Pakhera Malay K: Digital Image Processing and Pattern gleccgnman PHL

W
/SZ/:’:"\:& b%/
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' COURSE OUTCOMES: |

‘Review the funddmental concepts of a digial image |
Analyze images in the spatial domain using various

§ transforms.

EBvaluate. the techniques for image enhiancement

1 and image restoration.

Categorize various compression technigues..

H

coz

CO3

pe
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i
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7CSU4 MACHINE LEARNING |
Crﬁcﬁi;: 3 BLHT+0P) Mbx. Ma r ko 150(1A+ 80, ETE: 100)
ijeﬁivéﬁt ; _

_ Idcnnfy potential apphcations of machine Tearning in practice.
2 Desenibe different machine leaming model.
3. Compare and cvaluate machine leaming models based on mathemazma! analysis.
4. ,&pply ap;m;ma:e machine learmng model ont specific pmbiem
_Syﬂabus X |

Introductmx: 10 Machmc Learning, types of leaming, ap«phcaaen, supervised learning: Lincar
v . N Regression Model, Logistic Regression, Maive Bayes classifier, Decision Tree, K nearcst
R @B nezghbcr,‘Snppm Veotor Machine, Random forest algorithm '

ﬁnsnpewised Iearning algsrithm. Gmaupmg Uniab':iicé ﬁcms usmg k-mcans clustering,
Hierarchical Clustering, Probabilistic clustering, Association rule mmmg, Apriori Algorithm, f-p
gmwth aIgomhm Gaunssian mixture model. \

-Intrndnctmn to Statistical Learning Theory, F&aturé extracmn PFrincipal component
analysis, Singular value decomposition. Feature selection ~ feature mnkmg and subset selection,
filter, wrapper and ¢mbedded methods, Evaluating Machine Leamning alporithms and Model
Selection. .

Semi supervised learning, Reinforcement learning: Markov dcc:swn Drocess {ME}’), Bellman

equations, policy cvaluation using Monte Carlo, Policy iteration and Value iteration, Q-Learning,
State-Action-Reward-State-Action (SARSA), Model-based Rcmforccmem Learning.

Recommended system, Collsborative filtering, Conicnt~based filtering, Antificial neural
network, i’ercep{mn, Multilayer network, Back propagation,’ hitroducimn to E«;ép Tearning.

’I’EXTSO OKS:

1. Machine Learning. Tom Mitchell. First Edition, McGraw- Hitl, 2013,

2. Inwoduction to Machine Learning Edition 2, by Ethern Alpayém

3 Jason Bell, —Machine leaming ~ Hands on for Developers and Technical Professionalst,
First Editign, Wzicy, 2014 b

e BB T TN £ e f T S g AR,

TR BRI i e
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"1 Become aware of variety of machine leamning al
 and explain bow these algorithms are differcnt from

i

thms

traditional algorithms.

Develop machine leaming solutions. to classification,

regression, and clustering problems; and be able to.

interpret the results of the algorithms,

To compare different | methods for performance

evaluation ‘of machine leaming and select appropriate.
model according to problemn,

“Ability to apply Semi Supervised machine leaming
techniques and associated computing technigues.

TBe capable of perfornting experiments in Machine

Leatning using real-world deta,
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_ JCSUS.1 INFORMATION svéwm sxacuxm
-{_:_;-eait; 3 (SLAYTHOP) | Max. Mnﬁw 1§G(IA 50, ETE: 100)

_Objechve&*

t. To pmvnde an nmiesstandzng of principal concc:pts ma;ar Issucs, technologies and basic
approaches in information secwity.
2. Develop an undcmtandmg of -information asmmncc as pracnced in computer operating
systems, distributed systems, networks and representative appiwatmns
3. Gain familiarity with prwaient network and dismbutcéi system waeks, defenses against
- themand forensics to investigate the aftermath ;
4, Bewziap a basic nnﬁcrstandmg of cryptogmpizy, how it has evolved and some key
) 'mazypuan techniques used today
5 i)m:lcp an understanding of security pchczes (such a8 authcmzcancrx, integrity and
' confidentiality), as well as pm{ow!s o 1mp§crnent such p»oimes in the form of message
'exchanges \

B
e

S}?llabu:s:- . g g .

Intmduf:tim to- secunty attacks: services and. m:chamsm, ciassmal cncryptzon techniiques-
-substzzutmn ciphersand transposmon ciphers, crypianalysis} stream ami bieck ciphers:

Medcm block: mpizcrs Block Cipher structure, Gata Encryption s*iandaré (DES) with gxample,
steength of DES, I}eszgn principles of block cipher, AES wszh structure, its. transtormation
furictions, key expansion, example and implementation.

Multiple encryption and triple DES, Electronic Code Book, Cipher Block Chuining Mode,
Cipher Fccdback mode, Qutput Feedback imode, Cauntcr mmic :

Public Key Crygtﬁsyszems with Applxcat:ons‘ fo;umments and Cryg:tma’iyszs, RSA
; ¢ryptosystem, Rabin cryptosystem, Elgamal cryptosystem, ‘Eiliptic curve cgpicsystcm
Crypiogmphxc Hash Functions, their applications; Simple hash functions, its requircments and .
security, Hash functions based on Cipher Block Chaining, Secure Hash Algorithm (SHA).
Message Authentication Codes, its roquirements and security, MAC& based on Hasb Functions,
Macs based on. Block Cighers.Digital Signature, its properties, requirements and security,
various digital signature schemes {Elgamal and Schnozr}, NIST dzgﬁai Signature algorithm. '

Key ‘management and distribution: symmcinc key élsmbutmn using: syfmetric and
asymmetric encryptions, distdbution of public keys, X509 certifi cates, Publickey infrastoucture:

Remote user authentication witht symmetric and asynimetric encryption, Kerberos.

Web Sccunty threats and approaches, 83L azchztcc{um and’ promoi Transport ayer SeEurity,

HTTPS and SSH, W _
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i
i

. L Szatimg Williams: C:yptegrap}xy and Netivork: Sccur;ty i—‘nnczplcs and Practices, 4th Edition,

Pearson Education, 2006,

2. Kaufman Charlie et.al; Network Security: Private Commumcat;orf in 2 Public World, 2ndEd,,

PHI/Pearson e

REFERE&CE BOOKS:

i Pwprzyk Josefand et.al; Fundamentals of Computcr Security, Spr;xngcf&’criag, 2608,
2 ‘i‘mppc & Washington, Intméuﬁtwn o Cr}'p{ogmphy, Znd Ed. Pearson.

-c:m:;.ﬁsrfbmci)ms;

T Describe major issuts, basic approaches in information
security and Idennfy s:ammen network security attacks.

| 7csUs

Hustrate: vanous Fublic Ke:y Cryptosystems.

Understand dxffcrcnt ﬁuthcmmazzcm mqu;mmamts and
‘Mechanisms.

~ o Explain 1P Security and
T T

summarise its Architechure.

10
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7CSUS.2 BIOMEYRICS ;
Cred it 3 {3@@_’@@} __ _ Max. Mgérks:. 150(1A:50, ETE: 104)
Objectives:

o | b | .

1. Introducing area of Bidmetrcs such as identification of an individual based on hisfher
‘physiological characteristics, like a fingerprint, face, voice or behavior like handwiiting or
keystroke patierms. .

2. Introduciag a case study

‘Prerequisites: Statistics, image processing, F'mg_ramming_ Skills.

L Syllabus: . s

The Basics of Biometrics: Overview of field and applications. Development of biometric
authentication. Basic terms, biometric data, biometric characteristics, biometric features,
‘biometric templates and_ references. Bxpeeted properties of biometric identifiers. Basics in
biometric errors estimation. Enroliment, verification and identification.

Face Recognition: Introduction to the face processing pipeline ‘acquigition, face detection,
alignment, feature -extraction, matching, Classic subspace methods, Hand-tuned feature
descriptors. Deep Ieaming architectures for face representation learning. Distance, similarity and
leaming-based matching. Face recognition in video. Describable visual atributes. Face pair
matching; verification, and identification. Data sets. for «cvaluation, Face image quality.
Considerations. for social media, mobile authentication; surveillance and other real-world
applications. |

Fingerprint Recognition: Fingerprint caplure, seasor types, latent fingerprints. Fingerprint

fmiage pregroccssing, segmentation, binary and skeletal images. Fingerprint singularitics,

wic detection of loops, deltas, whirls 2nd cores, using singularitics in fingempgnts classification..
Galton's details, base and complex minutize, detection of minutine, Fingerprint recognition,

< minutiae- and correlation-hased miethods, Fingerprints in forensics and biometrics, similatities
and differences., LI

Iris Recognition: Eye and iris morphogenesis, gonetic penctrance. Principles of irs image
capture, irds -sensors:. Iy image preprocessing, segmentation, formatting and filtering.
- Dacguian’s method, iris: code, statistical properties of the irig code. Other iris coding methods,

wavelet analysis,
Multi-Biometric Fusion: Levels of fusion: sensor, feature, rank, decision. Score normalization

and fusion rules. Quality-based fusion and failure pfegiij;ticn;
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Biometric System Sceurity: Scoure transfer 'o_f‘ 'Ei'ofz'c:'ric‘ data, Sware storage, use of smart
cards, principles of match-off-card and matcheon-card technigues. Biometrics in the cloud.

Points of attack. Privacy models.

Spoofing: Static and dynami liveness features. YWhat we want to detect {subversive actions} vs.
what Wwe can detect (suspicious actions). Liveness detection in biometrics. Selected liveness
detection techaiques, frequency analysis for paper printonts detection, pupil dynamics and blood
pulse analyses for detection of sophisticated eye and finger sppofing trials. '

Template Protection: Overview of principles from cry;:&ographytimthaip us secure fuzzy data.

“Template protection strategies: feature protection, key-binding, key-generating, hybrids.

Overview of fuzzy vaults,” fuzzy commitment, fuzzy extractors and revocable biotokens.
Biocryptographic infrastructures for secure template management. |

CASE- STUDY: In 2010, the India’s Aandhoar ;;xagmm- was Taunched by the Unigue
Identification Authority of India (UIDAI), aimed to provide ach Indian resident with 2 unique
identification number to enable casier, more cfficient and secured access to citizen services and.

raske sire the welfwre benefits go direetly to the right ‘person.The Unique Identification

Authority of India (UIDAI) was the world largest biometric project in history run by Indian.
government to register its 1.2 billion people with biometrics data. Comprehend use of different

types of biometrics in process of enroliment and authentication used in Aadhaar,

TEXTBOOKS:

1. Anil K. Jain, Arun A, Ross, sind Karthik Nandakumar. 2011, Tatroduction to Biometrics.
Springet Publishing Company, Incorporated,

2. Samir Navavathi, Michel Thieme, and Raj Nanavathi : “Biometrics ~Identity verification in 2
network”, Ist Edition, Wiley Bastern, 2002, o

REFERENCE BOOKS:

‘2nd Bdition, Tata McGraw-Hill Education 2010.

e Digita'i }m'z{ge Processing using M};TL;&B,-"BX;E@;@, . Ganz:fﬁ_ez; Richa;é_?%ﬂgcna Woods,
_ | e s

2. Guide to Biometrics, By: Ruud M. Bolle, Sharath Pankanti, ‘{fzal_ini. K. Raths, Andrew W.
Senior, Jonathan H. Connell, Springer 2009. §

3. Pattern Classification, By: Richard O. Duds, Da d G Stotk, Pcmr E. Hart, Wiley 2007,
4. John Chirillo and Scott Blaul : “Implementing Biometric Szeturiit_}"‘:,_ 1st Edition, Wiley

Eastern Publication, 2005,

12
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COURSE OUTCOMES:

i Describe the principles ot‘ the threg core biomeiric.
1 COL modalitics (faoe, f’mgé:pnnt and iris), and know
: how to deploy them in authentication scenarios.
Calculate clisu;abu&mns of within- and between- |
1 CO2 class matchzng scores, and calculate various error
estimates based on these distributions.

Koantify the privacy and SeCUrity  concerns.
surrounding biometric systems, and know how to
address them in such & way that balances both,

7CSUS.2

i PN Deploy statistical methods in biometric system
i COo4
. evaluation, E
COs % | ltemize the most up-to-date ‘exampies of real.
i bmmcmc apphcatzons ‘in hurman suthentication.
13
|
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Evaluation: Precision, Recall, F-measure

[ Scheime Code(SC)____| 201SCSE | 2016CSE | 2019CSE_§ | J0BCSE. 2018 CSE

SC-2019CSE
TCSUSINATURAL: LﬁﬁGﬁA‘GE Z’RQCESSXY’G

Credit: 3 (BLHOT+0P) Max. uam. 150(1A:50, ETE:100)
Objectives: : |

1. To make them understand the use and app}:catxons of NﬁP :

2. Gainknowledge in automated Natural Janguage! Gcmzratmn ami Machine Trmxslahon

L Sxmplc language processing amd classifying th accmdmg m the necd with the Natural
Language Tool Kit {NLTK).

4. -Make them understand the coneepts of mmpholagy, syntax, scmantscs and pragmatics of the

language and that they are able to'give the appr{}pnaig exampfm that w:li illustrate the above.
‘mentioned concepts. :

P‘rereqmsites. ‘Basic. Concepts of Data structure, Machme le.ammg algorithms and neural
networks : .

%,

S}rilahus*

_Baszc Introduction to N.LJP : what is Naturai Language I?mcesamg, Computmg with
Language Texts and Wards, Human Zangxzagcs, mndeis, amb;gmty, processing paradigms;

Phases in natural language pmcessmg, Cam;mimg with Language Sxmpie Statistics,
:a;api;s:atmns Text. mpmse:mauon i gomputers, why NLP is hard, ;why NLP is useful, classicat

pmblcms | }

"Bnundary Regular Expressions:  Regular expressmns, Funbc State Automata, word
‘recognition, lexicon. Words, Corpora, Text Ne:mahza(mn, Mefphaiogy, Finite State Transducer,

“WordNet.

Word hmﬂ and syntacnc analysiss N-gram ianguage moéets, de&m Maﬁ:ov Modals,

-smoathmg, entropy, parts of specch tagging. S

! eumj networks and LSTM: Infroduction 1o neuza{i network, nevral network models,
-mtmﬁncncn to Machine Learning with the context af NLP. ’

'Pz'ncessmg Raw Text: Processing Raw Text, Lcammg to Classzfy Text. Semantic analysis,

:chmzmn,ng meaning, lexical scmantics, veclor scmazmcs, words categorization different-

different methods, Part-of-Specch Tagging, NLTK.
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Admission Year (AY) 1201516 | 200617 2017-18 _ 1201849 2019 ~2.0

[ Scheme Code(50) 201SCSE | 2016C8E [ J017CSE | |20I§CSE TotP CSE

L

SC»'EOIQCSE _

&gplmations of NL.P: language generation and discourse analysis: Si;ell-chct:'king and
suimmarization, Sentiment Analysis, information retrieval, teom wcxghung, overview of machine
translation, Natural Language Tool Kit (NLTK).

TEXTBOOKS:.
i
1. Naturel Lenguage i’mcessmg with Python, by Steven Bird, Ewau Klem and Edward Loper.
2. Daniel Surafsky and James H. Martin (2008). Speech and Languagc Processing, 2nd edition.

Pmﬁ Prentice Hall,
REFERENCEE BOOKS:

1. Language Processing and Python http/fwwiw nltk org/book/chfl. h 1, DOA: 97/08/2019.

‘N' ”
e

COI}BSE OUTCOMES:

j

Recognize the importince and basic m’t&s f

| CO1 | Nateal Language Processing.
CSUS. | oz Analyse NLP components formally along with
1CSUS3 0 s e

cO3 To be able to ungersiand the use of the tools NLTK
Apply NLP in dcvc’ia;:meni of solution of modern
 problems.

5
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- 7CSUT1 INTERNET OF THINGS LAB
Credit: 2(0L+T+3P) MRX-&MRI"RS ?E{KASQ,ETEZS)
‘Objectives:

1. To introduce the Pythén Scripting Language which is used in mzxzy ToT device.
2. To introduce the Raspberry P platform, that is widely used in IQT app-

3. Implement python commands on Raspberry pi.
4 Usa python commands on, sensors to perform an aCHOn.

List of Experiments:

1, ‘Siart Raspben:y Pi and try various Linix c@mman& in cammané tmnmai window:
is, cd, touch, mv, o, oran, mkdir, r.hr, far, : gzxp, cat, mm, less, ps; sudo, £ron, chown,
chgrp, ping. (50N % :

2, Run some python programs on Pi iﬁ:e &

_;a} Read your name and print Hello. message with name ,

'b) Read two numbers and print their sum, difference, produ::t and division.

©) Wordand character count of a givenstring: *

d) Area of & given shape {(rectangle, triangle and circle} mdmg shape and appropnatei

values from standard input. 4
€} Print 2 name "' fimes; where name and n dre read. fmm sianéatd myut, using for and
while loops.

f) Handle Divided by Zero Exception. =
8 Print current fire for 10 times with an interval of 10 scc:onds
1) Readafile line by line and print the word count of cach lmc
3. 'L:ght an LED through Python program %

e

-4, Getinput from two switches and switch on mrrcspﬂndmg Li:ﬁs et

5. Flashan LED ata gw:m on time and off time cycle, w;;crc the two fimes are taken from 2
file.

6. Flash a0 LED based on cron output (acts a5 an alarm) ;

7. Switch on a relay &t a given fime using cron, where the miay‘s contact terminals are
wonnested to aload,

8. Get the status of 2 biulb at a remote place (tm ‘the LANY through  web,

Thc student should have hands on experience in usiog vamus sensors like temperature,.
3:11111:.:4:3;:3{,E smoke, light, ete, and should be able to use tamml web camera, network, and.
rclays ccnrzcctcdt the ?x -
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Use python scripting language with 0T device

co2 Apply python commands on sensors using raspbemry
4 | pifarduinoboard

4 CO3 Understand the functioning of raspberry pi/arduine board

CO4. | Leam controllinga device using web

}
e
i
* ? hop
i ; . e
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4, Helicopter image enhancement 3

[ Scheme Code(8C) | Z015CSE [ 2016CSE 2007CSE | 2018CSE 2old CSE
SC-20CSE ::

 7CSUI2 DIGITAL IMAGE ;Racéssm@ LAB |
Credit: 1{OLHT+P) Mms«- Marks: T5(1A:50,ETE:25)
-Ohi'cct.iﬁcs:- |

1. Toknowabout DIF tool and its featire.

2. The purpese of course to introduce the basic concept and memcdoicgy of DIP.

3. et familiarize with thie Tali use sofiware, }
4, Stady the theory and pmcadure, expectsd outpzxt before dmng (he experinment.
List #fﬁ Experiment:

1. :C.‘bib;?magﬁ'sggmzazaﬁgn_aigoﬁfhm development

2. Wavelet/vector quantization compression
3. Deformable templates applied to skin tumor border finding

5. Bigh-speed film image enhancement

6. Compiter vision for skin tumor image evaluation

7. New Border Images
Mmi Project:

| i Imaga shdcr uamg MA’I‘LAB

' REFERENCE BOOKS:

1. B. Chanda, D, Dutta Majumder, “Digital Image Pmccssmg an{i &naiy;}s"‘ Zﬁdﬁdxtmm Phi
learning, 2011.4..
2. William X Pratt, “Digital Image Processing”, 4thEdition, Wiiey:_,' 2012..

18
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COURSE OUTCOMES: s

Study the image fundamentals, mathematical |
transforms necessary for image processing,

€O2. [About the various techniques of image
enhancement, reconstruction, compression
and segmentation

. CO3 .Kfnsﬁ&’o’ %ﬁaﬁép}iﬁg- and  reconstruction
: |procedures

Design image processing systoms

¥

18
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7CSUL3 MACHINE LE{#RNI&GLﬁﬁ
Credit: 1(OL+0T+2P) Max. (Maris: BOASQETERS)
Objectives: | B

1. To know about dataframe and feature extraction and seiccpan methnds.
2. Todesign recommented system for uncertain data.
3. To appiy learning’ aigar:ﬂmz for reat world.

Listof Expmment'

1. Dcveiap programs. to unpiemem ‘DataFrame, Statistical lf.,mzmngp Feutore. extraction &
Feature selection.

2. Exercises (o solve the real-world problems using the sapemsc;d machine learming model:
Linear Regression Model, Naive Bayes classifier Decision Tree, K nearest neighbor, Logistic
'Regresszen Suppott Vector Machine, Random forest algogithm. -

3. Exercises to solve the real-world problems using the Unsupemseé clustering methods: k-
means chusterinig, Hierarchical Clustering, Probabilistic clustering.

4, Develop application involving Market basket analyszs usmg.-;Apnon Aigcnthm angd. £p
growth algorithem.

5. 'Dwelap programs 1o xmpk:mcm Recommendation S:.rstems like mavic, shopping ¢te...

REFE%EI\CES

1. Bmkdmg machine learning systems with python by Willi R;chc;t

2. ‘Machine Learning. Tom Mitchiell First Edition, MeGraw Hill, 2013,

3. Jason Bell, —Machine icammg ‘Hands on for Developers and ’i‘cqhmcai Professionals, First
Editwn, Wiley, 2014

CQURSE OUTCOMES:

Usc the feature exé'acnon &' feature selectmn method
from data. -f

H

- €02 Devélop the skills in apptymg apprapna& supcmscd |
: Icammg algorithm in uncertain data,

CO3 ﬁestgzl unsu;zcmscd Icarmng :ziganthms for soivzng
el worid problens.

| €o4 Imp!cmcnt m&mmmdcd system for movie data.

¥

20 | Q‘\‘
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Admission Year 2018-19 2019-20
Academic Year 2021-22 2022-23
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| Scheme Code(SC) [ 2015CSE | 2016CSE 2017CSE 2006CSE 2016 C<E
SC-2014CSE |
| 8CSULI NATURE INSPIRED ALGORITHMS
Credit: 3 (BLAOTHOP) Max&ﬂ?&rk;s;lﬁﬂ(lﬁ:ﬁt},ﬁi’rﬁz1{3&)
.ijec._tisfcs: | |

L. To understand the vasious concepts of nature inspired algosithms.

2. Detailed understanding of the Evolutionary Algorithms.

3. Knowledge enhancement on the swarm intelligence based algorithms.

4. Practical knowledge of the Discrete Nature Inspired -Algorithos and Local Search
Techniques, ' ' '

3. Implementation and Applications of the NIA for engineering cp_{imizatian problem.

Syllabus:.

Introduction to Nature Inspired Algorithms: Overview of Computational Intelligence,
Biologically inspired computing: nature ag source of inspiration for the design of algorithms;
Overview of the Nature Inspired Algorithms, Evolutionary Computation, Swarm Intelligence
based algorithms. P |

Evolutionary Computation Theory and Paradigms: History, m{?:tvicw, Genetic Algorithns,
Differential Algorithm, Evolutionary Programming, Evolutionary Strategies. An overview of
Evgl'u_tionar}t Mguzz‘_thm_s, ete.

Swarm Intelligence Based Algorithms: Basic Particle Swarm Optimization, Global Best PSO,
Local Best PSO, ghest versus, Thest PSO, Basic PSO Parameters, Antificial Bee Colony
Algorithms, ANT Colony Optimization, Spider Monkey Optimization Algorithm, Gravitational
Search Algorithm, Bio-Geography Based Optimization etc, £

Discrete Nature Inspired Algorithms and Local Scarch 'i‘dchniqfucs‘: Discrete versions of the
P8O, ABC, BBO, SMO Local Scarch Algorithms; Performance Evaluation of memetic
algarithms, Paremeterization and Balancing Local and Global Search, Menggtic Algorithms in
Diserete Optimization, Memetic Algorithms in Constrained Optimization, Multiobjective:
Memetic Algorithms,

- Step by step procedure of the Nature Enspired Algorithms: Appﬁcatinns.an_ci implementation

of Nature Inspired Algorithms to solve engincering optimization problems for cxample
Knapsack Problem, Quadratic Assignment Problem, RobotPath Planning Problem, Job Shop
Scheduling Problem etc,




Admission Yoor (AY) | 201516 | 30167 7081301819 2915 -7 5
Scheme Code(SC) [ 201SCSE™ | 7016CSE | 30132SE 2019CSE leolZcse
SC-2019CSE |
4
TEXT BOOKS: - |
L. Engelbrecht, Andries P. Computational intelligence: an introduction. John Wiley & Sons,
2007. i L
2. Smolinski, Tomasz~G.,, Mariofanna G. Milanova, and Aboul-Ella Hassanien, ods.

k3

Applications of computational i
Vol. 122, Springer, 2008.
3. Clerc, Maurice. Particle swarm optiniization. Vo). 93, John Wiley & Sons, 2010.
4. Harid, S., and M. Parsshar. *Handbook of bivinspired algorithms and applications, chapter.
the foundations.

ntelfigence in biotogy: current trends and open problems,

COURSE OUTCOMES: )

Define the basic concept of natural phenomenon
| for developing the optimization algorithms

con { Classify the evolutionary algorithms us per the
oplimization problem

co3 Apply the swarm intelligence based algorithms to
- _..| solvethe enginecring optimization problems
cos Analyse. the discrete variants of the nature
! mspired algorithms '
1 cos Develop the step by step leaming mechamsm of
] the nature inspired aleorithms

3

§
ol
3. :
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}

| 8CSUL2 COMPUTER VISION |
Credit: 3 (SL40T+0P) Max. Marks: 150014250, ETE:100)

Objectives:

1. To intraduce studentethe fundamentals of image formation” |

2. To introduce students the major ideas, methods, and techniques of computer vision and
pattern recognition. .

3. Todevelopan appreciation for various issues in the design of ”cbn}pu{g; vision and object-
recognition systems. 5 ¥

Prerequisites: Basic mathematics: caleulus, lincar algebea and probability, ability to program
in C/CH/MATLAB, - -

Syllahus \

Digital Image Formation and Jow-level processing: Overview and State-ofsthe-ar,
Fundamentals of Image Formation, Transformation: Orthopgnal, Euclidean, Affine, Projective,
2 Pourier Transform, Convolution and Filtering, Image Enbancemient, Restoration, Histograr,
Processing, &

Depth estimation and Mnﬁi@fﬁcm. views: Perspective, Bi_:_;pc::_xfa;r: Stereopsis: Camera and
Epipolar Geomelry, Homography, Rectification, DLT, RANSAC, 3-D reconstruction
framework; Auto-calibration,

_Féﬁ?.tnré'{i}ﬁmcﬁan':f}':'_dg@s_ - Ca,nny LOG, DOG; Line detectors {H;)ugh‘r_r,ans;fogn}, Cormers «.

Harris and Hessian Affine, Orfentation Histogram, SIFT, KOG, Scale-Space Analysis- Ymage

Pyramids and Gaussian derivative filters, Gabor Filters and DwrT, f -
Sk -Ijma‘gé :.Sngtneniatibn:.ich‘giém' -Gmé.sfing,{ Edge Based approaches zosegmcﬁﬁuﬁn, Graph-Cut,
Mean-Shift, Texture Segmentation; Object detection. o
Pattern Analysis: Clustering: K-Means, Mixture of Gaussians, Classification: Discriminant
-Funcﬁjcm:Supéwise_é, Un-supervised, Semi-supervised: Classifiers: Bayes, KNN, ANN miodels;
Dimensionality Reduction: PCA, LDA, ICA; |

Motion Analysis: Backgzduud'subﬁacﬁqn_ and Modeling, Optical Pfi_b.w,' KLT, Spatio-Temporal
Analysis, Dynamic Stereo; Motion parameter estimation,. o _

§ :
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COURSE OUTCOMES.

CASE STUDY: Read about fhe: calculation of d{:peh of an objcct in 4 24D image ‘and its
mapping inte 3-Drspace. :

TEXT BOOKS: | ?

3 Cmnpmcr Vision: 5& ’\docfcm Approach, Forsyth and mee, Pean;o:z Educancn“
2 Camputcr Vision: Aigomhms and. Apphcanons, Richard Szc!zﬁk; Spnngcr 2010,

REFERENCE.-B{)GKS.-

L. D;gxtal Image processing, by Gonzales chds 3rd Edition, Fmson Education,
2. Fundamemai of Digital Image ?roccssmg by Anil K. Jain, PHI F'abhcanon

wr

L é
. - H

¥ H

% H

Explain  Image = formation and  apply
transformation mchmques
8CsuL2 Tilustzate camera geometry and calibration,

| Implement feature extraction and segmentation
algorithms ob image,
Design and ;mp}ement various ‘patters analysis
techniques, z
Defincmotion analys:s,
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8CSUL3 SOFYWARE TESTING
Credit: 3 GL+HOT+OP) Max, Marks 150{TA:50, ETE:100)
Objectives:

L. Learn concepts of graph theory for testing approaches,

2 Differentiate bCMeen-Bla‘;;k_ box, while box, and .grcy‘_&oxiihgfingg

3. Understand advanced and emerging in project management technologies
4. Obtain skills to 3 generation of test cases basis on UML models |

5. Leam how to use object-orient testing approaches for testing software.

Prerequisites: Software Engineering

Syllabue: ™™ __

Introduction: Ba‘sii:-ﬁconécg{'s,.diiséretp _-méi&mg-:igs for t’qstc;_s_.; Graphthf:ory for testers,
Biae.k.fbnx:_g-esﬁ;agg_:iBound"my value testing, Equivalence qfa.s;- tcstzng, |

White bio testing: statemont coverage, Branich soverage, cmd'i'&o;. coverage, path coverage,

Me Cabe’s cyclomatic complexity; Decision Table: based testing, Data flow based testing,
Integration testing, Syster testing, Intersction testing, Performance testing, Mutation testing,

Regression testing, crror seeding ,

ﬁbjetiié{)ri.ented testing: issues in object oriented testing , Test case design by object oriented
software, Fault based {esting, test cases and class hicrarchy, -Sj_.c;enariq. based Test design, Testing
surface structure and decp structure, |

Model Based Testing: Tests case derived from behaviour iodels; ’I‘est case generation vsing
UML diagrams, Gi}f-tﬁst_i_ng_,_dbjﬁﬁt_"orfﬁmﬁé__'s";?‘s_if:.:iﬁ}es_{'ing; ar "

#

TEXT BOOKS:

1. C.J. Paul, Softwate testing: A crafismen’s approach, CRC Press, 20d Ed, 2002.
2.R. Gopalswamy, Software testing, Pearson, 2005. L

REFERENCE BOOKS:

LR.S. Pressman, Software Engincering A Practitioner's Appioach, MeGraw Hill Publications
2R Mall, Fuadamentals of Softwarc Enginecring, Prentice Hall of India, 2ad Ed, 2006
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COURSE OUTCOMES: |

coz. | Differentiate between biack box, white box, and
R grey box testing. | :
co3 1 Deseribe advanced and emerging in, project
management technologies, :

cos | Obtin skills 1o a gencration of test cases basis
on UML models |

CGS { Formulate how to use object-orient testing
ik 1 8pproaches for testing software,

£,
E -

,‘g: .
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© 8CSUZ1 ADVANCED DATABASE ﬁm&agméﬁr SYSTEM

Credit: 3 (SL+0T+0P) Max. Marks: 150(1A:50, ETE:100)
Objectives: P

1. To understand the ¢oncept of Distributed Database Sysienﬁ- {DDBMS), including the
architecture and design of DDBMS.

2. Toapply various fragmentation techniques for a given problem

3. Tounderstand the steps of query processing and how optimization techniques are applies 10
Distributed Database -

4. To understand Transaction Management & Compare various approaches to concurrency

contro! in Distributed database )
5. Tounderstand the concept of NOSQL. R

Prerequisites: Overview of DBMS , RDBMS and Computer 'Nenv»zfrks.
Syllabus: |

Distributed Databases: An Overview: Distributed Data Processing, What is a Distributed
Database System, Features of Distributed versus Centralized Databases, Why Distributed.
Databases, Distributed Dotabase Management Systems, Design Issues, Distributed DBMS
Architecture, . ' ke g

Distributed Database Design: Top-Down Design Process, Distribution Design Jesues:
* Reasons for Fragmentation, Fragmentation Alternatives, Degree of Fragmentation, Correctness
Rules of Fragmentation, Altocation Alternatives, Eragmentazioné Horizontal Fragmentation,
Vertical Fragmentation, Hybrid Fragmentation, Allocation of Resources, Data Directory.

Query Progessing: Query Processing Problem, Objectives. of Query Procgssingr;‘(}qul_exity of
Relational Algebra Operations, Characterization of Query Processors,, Jayers of Query
Processing, Query Decomposition, Localization of Distributed Data, Optimization’ of
Distributed Queries: Query Optimization, Centralized Query Optimization, Join Ordering in
Distributed Queries, Distributed Query Optimization. :

H
i
i

Distribnted Concurvency Control: Serializability Theory, Taxonomy of Concurrency Control
Mechanisms, Locking-Based Concurrency Control Algorithms, Timestamp-Based Concurrency
Control Algorithms, Optimistic Concurrency Control Algoritlims, Deadlock Munagement.

Cassandra(NoSQL}: Introduction to Cassandra, Problems in the RDBMS, NoSQL, Cassandra,
‘Cassandra Data Medcmdm architecture, Components of Cassanidra, Reading and Writing

Data, s ;

H
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TEXT B{)QKS: ’

1. M. Tamer Ozsu; and Patrick Valduriez," Principles of Distributed Database Systems®,3 Ed,
2611, Springer P

2. Gwseppe Pelagatti and Stefano Ceri,” Distributed Daiahases‘f* Principles and Systems”}
Ed, 2008, McGraw Hill Education.

3. Elmasi, R. and Navdlle, 8.8, Eimdamcntals of Database Sysiems" 4th Ed., 2008, Pearson
Education,

4. A Silberschatz, H Korth, § Sudarshan, “Database System a_gla Concepts”, 5 Ed, 200,

MeGraw-Hill, o S ;
5. Eben Hewitt,” Cassandra: The Definitive Guide” 2011, O'Reilly,

REFERENCE BOOKS: |

1. Saeedi{ Rahimi and Frank 8. Haug," Distributed Datahasc Managemcnt Syszems A
Practical Approach”,2010, Wiley-IEEE Press.
. N:shanthem;," Mastering Apache Cassandra®, 2013, Packt Pubhshmg.

COURSE OUTCOMES:

Leam the concept, architecture and design
of DDBMS

coz - Apply various -frégmmtatiun..tcch;ﬁqaes for
- & given problem |
_ . g Apply query processing and optimization
'8{5"8;}2‘1 L0z technigues fora Distributed Database
CO4 Analysis various approaches 1o concurrency

control in Distributed databasé,
Create: and analysis of-2F05QL database
using Caséand ;
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| 8CSUZ2 REAL TIME SYSTEM
Credit: 3 (GL40T+0P) Max. Marks: 10(1A:50, ETE-100)
Objectives:

3 :
L. To.make students understand the basic concepts of real time system and their applications,
2. To familiarize the students with types of real time tasks and their handling mechanisms,
. To familiarize the students with concepts related to real time scheduling,
4. To make students understand about effective use of resources in real time environment..

Sylabus: 5
_'}ntrnd"ucfion: Definition, Typical Real Time Applications, néinjt;t:ptéaf tagks, types of tasks and

. real time systems, block diagram of RTS, and tasks parameters ;Rcigasc Times, execution time,

period, Dedidlines, and Timing Constraints etc, RTS requiremients. |

Refercnce Mudels for Real Time Sys'tm_x?: pracessors and Resourees, Temporal Parameters of
Real-Time Workload, Periodic and Aperiodic Task Model, Precedence Constrains and Data
Dependency, Other Types of Dependencies, Funictional Parameters, Resource Parameters.
Real Time Scheduling: classification of Real Time Scheduling, scheduling criteria, petformance
metrics, schedulability analysis, Introduction to Clock Driven scheduling, Weighted Round
Robin Approach and Prierity Driven Approach. Dynamic Versus Static systems, Offline Versus
Opline Scheduling. ' - _

}
Periodic tasks scheduling: Clock Driven Scheduling — .d'eﬁ}litiﬁnj notations and assumption,
scheduler concepts, general scheduling stucture,cyelic  exccutives,

Priority Driven Scheduling; notations and assumption, fixed priority verses dynamic priority,
fixed priority scheduling algorithms {RM and DM) and their schedulability analysis, concept of
schedulability fosts — Inexact and exact schedulability tests for RM and DM, Optimality of the
RM and DM algorithms, practical factors. _ L

; e A
Aperiodic task scheduling: assumption and approaches, server bjase‘d an%o‘n-rscrvcr based
fixed priority scheduling algorithms~ polling server, deferrable server, simple sporadic server,
priority exchange, extended priority exchange, slack stealing,
Resources Access Control: Assumptions on Resources and their usage, Effect of Resource.
Contention and Resource Access Coritrol (RAC), Nonepmmp_tivé Critical Sections, priority
inversion problem, need of new resource synchronization primitives/protocols for RTS, Basic
Priority-Inheritance and Priority-Ceiling Protocols, Stack Based Priority-Ceiling Protocol, Use
of Priority- Ceiling Protocol in Dynamic Priority Systems, Preemption Ceiling Protocol, Access
Control in Multiple- Unit Resources, Controlling Concurrent Accesses to Data Objects,

¢ ;

9
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TEXT/REFERENCE BOOKS: P

L 'i:iSﬁS;Li_u.: Real-Time Systems, Pearson Education Asia
2. CM. Krisna & K. G. Shim- Real time systems- TMH
3. P.D. Laurence, K.Mauch: Real Time Microcomputer System Design, An Intioduction TMH

COURSE OUTCOMES:

'I&m{i' tii‘c.zﬁponcn;a real fimic system

‘Difference between hard real time system Vs Soft real
timesystem

co3 | To know the difference between the periodic task
| scheduling snd apedodic task scheduling
co4. | Use of scheduling policies for various types of real
i time fasks

CO5 To understand the concepts of resource aceess control
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'ScMmc'dee{SC) 2HSCSE 1 2016CSE. WCSE 7 '20}8{33‘5; 2018 cce
8C-2018CSE ,

| SCSU23 BIOINFORMATICS
Cre_dit_': 3 BLAOTHP) Max, Marks 180(LA:50, ETE:100)
Obje_c;ivcs: | ‘ |

| Cb

1. To give introduction tecthe basic practical techniques of bioinformaties,

2. To understand applications of bioinformatics.

3. Emphasis on biological databases to problem solving in real research problems.

Syllabus:

Major Bioinformatics Resources: NCBI, EBI, ExPaSy.

Pairwise sequence alignments: Sequence similarity, identity, and _tfaom_c;!ng}s Global and local

aligament, Dot plots for sequence comparison, Dynamic programming, BLAST and PS1-Blast,

Application of Blast tool, Corcept of Scoring matrix (PAM and BLOSUM).

Multiple sequence alignments: Progressive Alignment Algorithm {Clustal W), Application of
multiple sequence alignment, ¢

Phylogenetic analysis: Definition and description of phylogenetic trscs, a primer on
computational phylogenetic analysis; Computational gene prediction methods, analysis of
codon-usage bias, computational prediction and analysis of regulatory sites,

Schematic representations and structure visualization of pmtc;i@ structure, Protein DataBank,

TEXT BOOKS:

L. Claverie, J.M. and Notredame €. 2003 Bioinformatics for Dummies, Wiley Editor.
2. Letovsky, S.1. 1999 Bioinformatics, Kluwer Academic Publishers.

3. Baldi, P. and Brunak, 8. 2001 Bioinformatics: The machine learning spproach, The MIT
o

&

REFERENCE BOOKS: | D

L. Setubal, J. and Meidanis, J. 1996 Introduction to Computational Molecular Biology, PWS
Publishing Co., Boston.

» Lesk, A.M. 2005, 2nd edition, Introduction to Bioinformatics. Oxford University Press,

Fogel, G.B. and Come, D.W., Evolutionary Computation in Bioinformatics,

Mount, D.W., Bioinformatics: 2001, Sequence and Genome @aiysi&. CSHL Press Durbin

R., Eddy 8., Krogh A. and Mithchison G. 2007 Biological Sequence Analysis, Cambridge

University Press.

o
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f * '5

COURSE OUTCOMES:

Give students an introduction to the basic practical

techniques of bicinformatics.

€0z Application of bicinformatics and biological
databases to problem solving in real research

problems, o

€03 | Know about Multiple sequence aligaments and
phylogenctic analysis,

€04 | Analysis of codon usage bias, computational

| prediction and analysis of regulatory sites,

. & i “\:‘ .
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| SchemCude(SC} L AHSCSE  {2016CSE ) "293.?CSE '-E{EECSE-- 201 h &
SC-2016CSE __ f
8CSU3.L OPERATION RESEARCH

Credit: 3 (3LA0T+0P) Max. Marks: 150(1A:50, ETE100)

3

Objeetives: - | |

1. Discuss models, objetives and phases of operation research
2. Provide an understanding of different methods to solve optimization problem
3. Deseribe different sequencing and network optimization models |
A: Describe queening theory with its different dimensions & - _
5. Discpss different types of simulation miodels with its advantages and disadvantages

Syllabus:

Introduction to. Operations Research: Basics definition, scope, objectives, phases, models
and limitations of Operations Research, ‘ |

Linear Programming Problem - Formulation of LPP, Graphical solution of LPP. Simplex
Method, Artificial variables, two-phase method, degencracy and unbound selutions. Duality,
Dual-Simplex, Sensirivity analysis. | =

i

_Traz;sj;or;,aftion,ﬁl*m!iiem:'Fbrzmﬁaﬁ'on; sclution;, unbalanced ’I‘mnsportanon problem, Finding

basic feasible solutions ~ Northwest comer rule, feast cost methiod ‘and Vogel's approximation
method, Optimality test: the stepping stone method and MOD] method,

Assignment model, Formulation. Hungarian method for optimal solution, Solving unbalanced
problem. Traveling salesman problem and assi goment problem, |

S.éq_'ue'héin'g- models: Sofution of -chuenc_iﬁg_}?r_oblgm ~ Processing fn-_}absthmugh 2 Machines

~ Processing n Jobs through 3 Machines — Processing 2 }Ohsjf{th'rnug;z m machites — Processing
1 Jobs through m Machines. B b _

Network Optimization Models: Prototype example, terminology of networks; Shortest-path
problem, minimum spanning tree problem, maximum flow problem, mjgiinum cost flow
problem, network simplex method :

Queuing Theory: Introduction, mg]g;g‘:hanncl - _QﬁiS‘siOH ammivals * cxponcn!xaiscrvim times
“with infinite Ppopulation & finite population, Multi-channef - poisson arrivals ~ Exponential
service _ti;t'zxﬁts_'witlza-inﬁnite_pqpuEation o

Simulation: Introduction, definition, rationale, simulation models, Morite-Carlo. Simulation,

Generation of /random-numbers for Monte-Carlo, application of simulation, advantages: of
simulation, lisaitations of simulations ) y

H
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[SchemeTode(SC) | 2015CSE [ 2016088 {2017CSE._ | ZBIBCSE 2.9[8 c3E ]

SC-2018CSE |
TEXT BOOKS: :
. Operation Research by Fredrick S. Hillier Geralad 1. Lrbarman Bodhibrata Nag, Preetam
‘Basu.
2. Operat:en Research by Hamdy A. Taha, oo
'REFEREMEB&@KS»

1. Operation Research: Principles dnd Practice, Ravindran, Phxihps
‘2. Operation Research by Er. Prem Kumar Gupta, D.S Hira '

COURSE OUTCOMES: i

Define operation: -rescarch and Linear
Programming pmbkmn

CO2 Identify d:ﬁ“cmm miethods 10 solve’
lansporiation pmbicm

O3 Tilustrate sequentzat and network optimization
: medels and gecognize their limitations,

3CSU31

CO4 | Analyse simulation models.

P
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Scheme Code(SC) 2015CSE 2016CSE 2017CSE 1’:016'(255’ 2018 Cs &
SC-2018CSE ;

| 8CSU3.2 PROJECT Miﬂs‘ﬁmﬂ%
Credit; 3_{3};+0fl5‘+0?) Max. Maﬁ:s 1’_5&({2&:;50,2:"&#3:1&9)
Objectives:

1. To provide basic coneept of project management.
2. To cover the concepts of PERT and CPM for developing project network,
3. To cover the concept of risk management. ' i

; o A
4, Toknow the fundamental software quality-and organizational issues.
'Pm'm_ti uisites: Software Engineering, Software Testing S

Syliabus:
Basics of Project Management: Introduction, Meed for Project Management, Project
Management Knowledge Arcas and Processes, The Project Life Cycle, The Project Manager
(PM), Phases of Project Management Life Cycle, ij-cniﬁanag_ejmcm Processes, Impact of
Delays in Project Completions, Essentials of Project Madsgement Philosophy, Project
Management Pringiples o

H
H

PERT and CPM:Introduction, Development of Project Network, Time Estimation,
Determination of the Critical Path, PERT Model, Measures of variability, CPM Model, Network
Cost Jystem |

Project Risk Management: Introduction, Risk, Risk Manag:mcqi, Role of Risk Manngement
in Overall Project Management, Steps in Risk Management, Risk Identification, Risk Analysis,

Reducing Risks b
Software Quality: S/W quality engincering, defining quality -mquir.emcms, quality standards,
practices & conventions, SO 9000, ISO 9001, S/W quality matrices, R

Managerial and organization issues: defect prevention, reviews & audits, SEI capability
maturity model, six sigma, Special topics in process and quality management, Agile and

Extreme Programming., ;

}
TEXT BOOKS: : ’
1. R. H, Thayer, SOftw.e_Hugﬁn_&eﬁag_l’mjwt-_managemcnt-,_ IEEE CS Press, 2nd Bd, 1938,
2. R. Pressman, Software Engincering A Practitioner’s approach,_h’gcﬁraw'}fiﬁ, 4th.Ed, 2005,

= e
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£ Admission Year (AY}

2015-16

2316-17

301718

2018-19 S e]8=5a

Scheme Code{SC}

2015CSE

2016CSE

2017CSE

3C- QQIHCSE

REFERENCE BOOKS:

1. B. Hughes, M. Co

tterell, Software Project Managesmient, McGraw Hill, 4th ed, 2005,

4

-

.

2. R. Walker, Software Project Man agement, Pearson, 2003

methods,

"Deseribe the introd

20j9CSE 2018 CS €

i

1

i

i

gic'i_on of project management

“Apply CPM and PERT concept on real ime project.

Describe the software .éiiiality concept according o
real fime case study,

Apply risk analysis and risk management concept

on advanged project.
T
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Admission Year (AF) [ 201518 | 01677 | 30008 300 TS 5T =55
{Scheme Code(SC) [ 2015C5€ | 2016CSE | 2017CSE WIGESE (Dol ccE

SC-2019CS¢ P

BCSU.’S'.:’:.'S_QCIAL-NWVORKA?{M?%SIS- '
Credit: 3 BL+0T+0P) Max. Marks: 1500IA:50, ETE:100)
Objectives:
2 Lﬁamkno“iiedg&rcp%esenfaﬁon using oiitology. oo
3: Understand human behaviour in social web and related communities
4. Leanyvisualization of social networks.

1. Understand the conctpt of sermaritic web and related :appiixta_zioésk

Pmreqms:te Basic knowledge in'the fields of graph theory and _aiiii.ﬁcial ‘intelligence/ database
5 ‘applications will ‘e necessary for this course.

i 'S}’ﬁabus::%' 5
Introduction to Semantic Web: Limitations of cmni_we%, Deyelopment of Semaritic Web,
Emergence of the Socfal Web, Social Network analysis: Development of Social Network
Analysis, Koy concepts and measures in network analysis, Electronic: sources for network
‘analysis: Electronic discussion networks, Blogs and online communitics, Web based networks,
Applications of Social Network Analysis.

Modelling, aggregating and knowledge representation: O_nréiegy_ and their role in the
Semantic Web: Ontology-based knowledge representation, Ontology languages for the
Semantic Web: Resourse Description Framework, Web Ontology Language, Modelling and
aggregating social network data: State-ofvthe-art in network data representation, Ontological
representation of social individusls, Ontological reprosentation of social relationships,
Aggregating and reasoning with social network data, Advanced representations, ™

Extraction and mining communities in web soeial networks: 'Eflxtrac:iin_gs evolution of Web
Camujnity from a Series of Web Archive, Detecting cqmmimiti‘;:s_ in social ngtworks,
Definition’ of comsnunity, Evaluating communities, Methods for community detection anid
mining, Applications of ‘community mining algorithms, Tools for detecting communitics social
network infrastructures and communitics, Decentralized: online social networks, ‘Multi-
Relational characterization of dynamic social network communities;

17
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Schere Code(SCY Z015CSE 1 7016088 2017CSE WIWCSE. =~ {0018 S
_ _ ?
SC-2019CSE

Predicting human behaviour and privacy mué: Unde‘rsiauéin'g_ and predicting human
behaviour for secial comraunities, User data management, infercm:f}:- and Distribution, Enabling
new human experiences, Reality mining, Context Awareness, Privaéy in onkine social networks,
Trust in online environment, Trust models based on subjective lufgi_c__, Trust network analysis,
Trust transitivity analysis, G mbining trust and reputation, Trust derivation based on trust

comparisons, Attack spectrum and countermensures,

Node-Edge Diagrams, Matrix representation, Visualizing online social networks, Visualizing
social networks with matrix-based representations, Matrix and Node-Link Dingrams, Hybrid
representations, Applications, Cover networks, Community mifa}a, Collaboration networks,
Co-Citation networks, i '

Case study: Understanding classrooms using social network analysis.

'Vi_maiiza_tion‘ and applications of social networks: Graph thc:or}-; Centrality, _Ciitsicring,

TEXT BOOKS:

1. Peter Mika, “Social Networks and the Semantic Web™, | First Eciji:ion', Springer 2007,

2. Borko Furht, “Handbook, of Social Network Technologies and Applications”, Ist Edition,
Springer, 2010, . . !

REFERENCE BOOKS: .

L. Guandong Xu »Yanchun Zhang and Lin Li, “Web Mining wnd S{:cial Networking, Techniques
and applications”, First Edition Springer, 2011.

2. Dion Goh and Schubert Foo, “Social Information Retrieval Systems: Emerging Technologics

and Applications for Sﬁamii?txg the Web Effectively”, IGI Global Snippet, 2008,
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COURSE OUTCOMES;

BCsU3a

COs Dzscuss Visuahzgtion and applications of
$0¢ial networks |
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