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 Rajasthan Technical University, Kdta
Department of Computer Science& Engmeenng

J MULLLISAIVLL 1 Cdl (AT ) £ZU12J-10 2U10-1/ 2017-18 2018-19
| Scheme Code (SC) 2015CSE 2016CSE 2017CSE 2017CSE
Scheme Code - 2016CSE

Scheme for B.Tech.(Computer Science & En gineering) 2016-17
v 4 Theory and Practrcul

Sem | Course 'Subject Max Marks Contact Hours/Week . | Credits |
Code Name 1A TE | Total L | T| P | Total
4CSUO1 | Microprocessor & 50 100 | 150 3 0 |0 3. + |3
, Interfaces :

4CSU02 | Discrete Mathematics | 50~ | 100 | 150 3 1 |0 4 4
Structuré ; P !

4CSU03 | Linux Shell 50 100 | 150 3 0|0 3 3

v _| Programming

4CSU04 | Analysis of Algorithms | 50 | 100 | 150 J- [0 |0 3 3

4CSU05 | Principles of 50 100 | 150 3 0 |0 3 3

: _Communijeation , ] _ ,

4CSUO06 | Computer Network | 50 | 100 | 150 |3 |0 |0 |3 3

4CSUO07 | Microprocessor Lab 50 25 *| 75 0 0 |3 3 2

4CSUO08 | Communization Lab |50 25 |75 0 0 |2 2 1

4CSU09 | Linux Shell 50 25 |75 - 0 0-12 2 1
Prograthiving Lab } [ T

4CSUI10 | Advance Data _ 50 25 |75 . 0 0" |3 3 2
Structures Lab _ | ;

4CSU12 | Discipline dhd Extra- 50 0 0 (0 |0 ]
curricular Activities ,
Sub Total ~| 1250 18 1 |10 |29 26




| /T Admission Year (AY) 2015-16 2016-17 2017-18 2018-19 ;‘
’ fa JI’ Scheme Code (SC) 2015CSE 2016CSE 2017CSE 2017CSE
1 ;/‘ Sckeme Code - 2016CSE _
I 7 // ' Rajasthan Technical University, Kota
: / Department of Computer Scienced Eﬁgineering
ot - Scheme for B.Tech.(Computer Science & Engineering) 2016-17
YA Theory and Practical :
[~ Sem Course - Subject : Max Marks Contact Hours/Week Credits
Code Name IA IE [Total | L [T [ P | Totwi
5CSU01 | Data base Management | 50 100 [ 150 * |3 0 (0 [3 3
J system y N
SCSU02 | Operatirg system 50 100 | 150 3 0 |0 3 3
SCSU03 Theoryé%'?%mputalion 50 100 | 150 3 1 [0 4 4
5CSU04 | Computir Architecture | 50 100 | 150 3 0 |0 |3 3
V | 5CSU05 | Embedded System 50 1100 [150 - |3 0 |0 |3 3
| SCSU06 | *Elective 1 | 50 100 [ 150 . |3 0 |0 3 3
X SCSU07 | Data base Management | 50 25 |75 0 0 (3 3 2
(. system Lab '
= SCSUO08 | Java Lab,. _ | 50 25 |75 0 0 |3 3 2
& SCSU09 | Embedded Systein Lab | 50 25175 7o 0 |2 |2 1
| SCSU10 | CASE Lab, 7 [5g 25175 |0 [0 |2 2 |
5CSU12 Discipline and Extra-© | "1 50 0 0 |0 0 I -
curricular Activities _ o o
| Sub Total - 1250 18 1 J10 |29 26

-

*Proposed Subjects for Elective (5CSU06)

5CSUO§.1 Infonﬁ_ation l}]eow and c‘oding'
5CSUO:6'..2 Fr Human c_omphtcr interface‘
'SCSUO'ﬁ.él, S.o'ﬂware'Testlng. and Prbject

manageiment




Scheme for B.Tech. (Compute1 Science & Engineering) 2016-17

Raj asthan Technical University, Kata
Department of Computer Science& Engineering

&

Thcory and Practical
Sem | Course Subject Max Marks Contact Hours/Week Credits
Code ‘Name - [1A | TE [ Total L | T| P [ Total
6CS5U01 | Computer Graphics ' ©* [ 50 100 | 150 3 0 0 3 3
6CSU02 | Information security 50 100 | 150 3 1 |0 4 4
system %
6CSU03 [ Compiler constructmn 50 100 | 150 3 0 |0 3 3
6CSU04 | Data Mining and 50 100 | 150 3 0 |0 3 3
VI - | warehouse !
6CSU05 | Mobile computing 50 100 | 150 3 0 |0 3 3
6CSU06 | *Elective -2 50 100 | 150 3 0 0 3 3
6C5U07 | Computer Graphics Iab 50 {25 |75 0 0 |3 3 2
6C5U08 | web Programming lab 50 25 |75 0" |0 |2 2 1
6C5U09 | Compiler construction | 50 25 |75 0 0 |2 2 1
lab 1.
6CSU10 | Advance java lab 50 25 |75 10 0 3 3 2
6CSU12 | Discipline and Extra- 50 1o 0 |0 0 1
curricular activities -
Sub Total " P 1250 18 1 10 |29 26
i ] 1 .
Admission Year (AY) 2015-16 2016-17 2017-18 2018-19
Scheme Code (SC) 2015CSE 2016CSE 2017CSE 2017CSE

Scheme Code -

2016CSE
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Rajasthan Technical University, Kota
- Department of Computer Scienceé& Engineering
Scheme for B.Tech.(Computer Science & Engineering) 2016-17

' Theory and Practical -

Proposed Subj ects For Elective- Computer Science

Information theory and

5CSU06.1
coding
5CSU06.2 Human computer interface
5CSU06.3 Software Testing and Project
management
6CSU06.1 . Artificial intelligence
6CSU06.2 Bioinformatlcs
6CSU06.3 Fuzzy logic and Application
7CSU06.1 Robotics
7CSU06.2 i Cyber security
7CSU06.3 | N Internet of things
8CSU0L.1 | J Machine learning
8CSU01.2 Iy Recent trends in Computer
: Technology -
8CSU01.3 Advance Operating System
8CsSu02.1 Big data
8CSU02.2 Computer Vision
8CSU02.3

High performance computing

M
s W@/

g

m\dm

C%M;/

g

Admission Year (AY) 2015-16 2016-17 2017-18 2018-19
Scheme Code (SC) 2015CSE | 2016CSE 2017CSE 2017CSE

Scheme Code - 2016CSE

3
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Admission Year (AY) 2015-16 2016-17 2017-18 - 2018-19
Scheme Code (8C) 2015CSE 2016CSE 2017CSE 2017CSE
Scheme Code - 2016CSE

Rajasthan Technical University, Kota
Department of Computer Science & Engineering
Scheme for B.Tech.( Computer Science & Engineering) 2016-17
Theory and Practical

TT Som cc (Cohum o obidinbs agyiating i Exnmann-o

F ' Max Marks Contact Hours/Week Credits—[
Course .
Sem | oo Subject Name . ]
| . IA | TE | Total L T | P | Total
7CSU01 | Cloud Computing 50 | 100 150 3 0 0 3 3
7CSU02 | Real Time System 50 | 100 150 3 1 0 4 4
7CSUO3 | Soft Computing 50 | 100 150 3 0 0 3 3
7CSU04 | Digital Image Processing 50 [ 100 | 150 3 0| o0 3 3
< 7CSUO5 | Distributed System 50 | 100 | 150 | 3 | 0 | g 3 3
: VIl | 7CSUQ06 | *Elective-3 50 | 100 150 3 0 0 3 3
7CSU07 | Digital Image Processing lab 50 | 25 75 0 0|3 3 2
7CSU08 | Android Lab 50125 | 75| 0| o0]3 3 2
7CSU09 | Minor Project 0125 75 | 0]o]2 2 1
7CSU10 | Seminar 50 25 75 0 0 2 2 1 |
765012 Diss:i!)l.ine and Extra-curricular 50 0 0l o 0 1
activities
Total 1250 | 18 1|10 29 26

— S
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2 g
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Admission Year (AY)

2015-16

2016-17

2017-18

2018-19

Scheme Code (SC)

2015CSE

2016CSE

2017CSE

2017CSE

Scheme Code - 2016CSE

Proposed Subjects for Elective-Computer Science

Rajasthan Technical University, Kota

Department of Computer Science & Engineering
Scheme for B.Tech.( Computer Science & Engineering) 2016-17
Applicable for the students appearing in exam 2019-20

Theory and Practical

7CSU06.1

Nature Inspired Algorithms

7CSU06.2

Cyber Security

7CSU06.3

Internet of Things

—e= Y7

T




1

[—dmlssmn Year (AY) 201 :

5-16 2016-17 2017-18 ' -
[ Scheme Code (SC) 2015CSE | 2016CSE | 2017CSE 2200117801;?5 4—‘
Scheme Code - 2016CSE ]

Rajasthan Technical University, Kota

Department of Computer Science& Engineering

Scheme for B.Tech: VIit Sem(Computer Science & Engineering) of session 2018-19

(The scheme is apph{':able for the students admitted in session 2015-16 and 2016-17)
Bt Theoty and Practlcal
J - End
SEM\:Z::'ER- k Hrs./Week 1A Term
_ 1 exam
i _ :
Gulise | Typeef Course | Credits | L T p
code Course : B ; i
8CSU01 DCC | Machine Learning | 4 3 |*1 50 100 150
8CSU02 DCC Big Data using Hadoop 4 3 1 50 100 150~
8CSU03.X DEC | *Elective 3 3 0 50 100 150
8CSU07 DCC | Machine Larning Lab 1 ' 2 50 25 75
8CSU08 DCC | Big Data using Hadoop Lab 1 2 50 25 75
8CSU09 DCC | SEMINAR . 4 4 150 75 225
8CSU10 DCC | PROJECT ! 8 12 | 250 | 125 375 .
i
8CSU12 Extra Curricular& Discipline | 1 { 50 50
[ Total 26 9 | 2 | 20 | 700 | 550 | 1250

e

)

*Proposed Subjects for Elective

codp

Course

COUI‘SG

8CSU03.1

Cdmputer Vision

8CSU03.2

Advance Operating System

i

8CsU03.3

‘Wireless Sensor Networks ~
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V,,DAdmission Year (AY) 2015-16 2016-17 2017-18 2018-19

|_Scheme Code (SC) 20ISCSE | 2016CSE 2017CSE 2017CSE

Scheme Code - 2016CSE

techniques, Thermal runaway, Thermal stability.

3CSJ01 ELECTRONIC DEVICES & CIRCUITS

MAX_MARKS(50+100)
Objectives:

To acquaint the students with construction, theory and charactfristics of the following electronic
devices:

P-N junction diode

Bipolar transistor

Field effect transistor

LED, LCD and other photo ¢lectronic devices
" Power control / regulator devices

B g e

Syllabus:

[
k

Mobility and conductivity, charge densities in a semiconductor, Fermi Dirac distribution,carrier
concentrations and Fermi levels in semiconductor, Generation and recombination of charges,
diffusion and continuity equationh, Mass action Law, 'Hallleﬂ'ecl, Junction diodes, Diode as a ckt.
Element, load line concep%;_ clipping and clamping circuits, voltage multipliers.

Transistor characteristics, Current compdﬂents, Current gains: alpha and beta. Operating
point.Hybrid model, h-parameter equivalent circuits.CE, CB and CC configuration. DC and AC
analysis of CE,CC and CB amplifiers. Ebers-Moll model Biasing & stabilization

3

Small Signal Amplifiers at low frequléncy: Analysié of BJT and FET, RC coupied amplifiers.
Frequency response, midband gain, gains at low and high frequency. Miller’s
Theorem.Cascading Transistor amplifiers, Emitter follower.JFET, MOSFET, Equivalent circuits

and biasing of JFET's & MOSFET’s. Low frequency CS and CD JFET dmplifiers. FET as a
voltage variable resistor.Source follower.

Feedback Amplifiers : Classification, Feedback coricept, Transfer gain with feedback, General
characteristics of negative feedback amplifiers. Analysis of voltageseries, voltage-shunt, current-
series and current-shunt feedback amplifier.Stability criterion}

Oscillators : Classification. Criterion for oscillation.Tuned collector, Hartley, Colpitts, RC Phase

shift, Wien bridge and crystal oscillators, Astable, monostable and bistable multivibrators.
Schmitt trigger. : T o e ¢ |

'TEXT BOOKS: |

1. Electronic devices & circuits theory By R.L. Boylestad, Lduis Nashciéky,Pcarson |
Education e ; ' :

2. Integrated Electronics By Millman Halkias, T.M.H x

REFERENCE BOOKS:' bl -
1. Electronic devices & circuits By David Bell, Oxford Publications




Admission Year (AY) 2015-16 2016-17 2017-18 2018-19
Scheme Code (S8C) 2015CSE 2016CSE 2017CSE 2017CSE
Scheme Code - 2016CSE

3C35U02 DATA STRUCTURES & ALL_GORITHMS

- MAX_MARKS(50+100)
Objectives:

1. To study various data structure concepts like Stacks, Queues, Linked List, Trees and

Files.

To overview the applications of data structures.

To be familiar with utilization of data structure techniques in problem solving.
To have a comprehensive knowledge of data structures and relevant algorithms.
To carry out asymptotic analysis of any algorithm

Syllabus:

“oA N

Asymptotic notations: oncept of complexity of program, Blg -Oh, theta, Omega- Definitions
and examplcs

Linear Data Structures: Array and its storage representation, sparse matrices stack, queue,
dequeue, circular queue ’or insertion and deletion. ;

Evaluation of cxprcss:m in infix, postfix & prefix ferms usmg stack Recursion.

Linear linked lists: singiy, doubly and circularly connected lincar linked lists- msertlon deletion

at/ from beginning and any point in ordered or unordered lists. Comparison of arrays and linked
lists as data structures, v: mous implementations of Lmked list.”

Searchmg' Sequenttal ar.d bmary search

Sorting: Insertion, qurck heap, topologlcal and bubble sortmlg algorithms.

Non-Linear Struclures Deﬁmtlon of tree, blnary tree, tree traversal bmary search tree, B-tree ,
B+ tree, AVL tree, Threaded binary tree.

'Graphs: Definition its various representations Depth first and breadth first traversal of graphs,
spanning tree, Single so:irce single destination shortest path algorithms.

TEXT BOOKS | |
I.  Data Structures in C/C++, Tanenbaum, Pearson
-2, Data Structure and / Igorithms, Pai TMGH

e T e |
REFERENCE BOOK.,, ' |

I. An introduction to cata structures. w1th appllcatlons By Jean Paul Tremblay, P. G. Sorcnson,
TMH

2. Data Structures in C ‘C++, Horowitz, Sawhncy, Galgotla
3. Data Structures in C -, Weiss, Parson

q/%/ /\\ e mr’/'/‘ﬁ

A




Admission Year (AY) 2015-16 2016-17 -2017-18 - .. 2018-19

Scheme Code (SC) 2015CSE | 2016CSE 2017CSE | .2017CSE

Scheme Code - 2016CSE

-%

3CSU03 DIGITAL ELECTRONICS

MAX.:MARKS(50+100)

Objectives:‘

To identify varlc-us number systems and work w;th Boolean Algebra.

To understand v*mous logic gates and their technologies

To understand the working of combinational circuits and learn their design concepts.

To learn workm;e, of various’ types of flip f.lops used for de51gn1ng registers and counters
_ and other sequen tial circuits.

5. To learn equivalence of a circuit design and Boolean algebra and use 1t to optimize the
design

Gl IS

Syllabus:

Number Systems, Basic Logic Gates &Boolean Algebra: Binary Arithmetic & Radix
representation of different numbers. Sign & = magnitude representation, Fixed point
representation, complemient notation, various codes & arithmetic in different codes & their inter

conversion. Features of logic algebra, postulates o Boolean algebra, Theorems of Boolean
algebra, Boolean function. :

Derived logic gates: Exclusive-OR, NAND, NOR gates, their block diagrams and truth tables.
Logic diagrams from Boolean expressions and vica-versa. Converting logic diagrams to
universal logic. Positive, negative and mixed logic, Logic gate conversion.

Minimization Technlql es: Minterm, Maxterm, Karnaugh Map, K map upto 4 variables.
Simplification of logic junctions with K-map, conversion of truth tables in POS and SOP form.
Incomplete specified fu‘ ictions. Variable mapplng Qumn-McKlusky mmumzalton techniques.

Combinational Systems Combinational logtc circuit de51gn half and full adder, subtractor.
Binary serial and parailel adders. BCD addet. Binary multiplief.” Decoder: Binary to Gray

decoder, BCD to decimal, BCD to 7-segment - decoder.  Multiplexer, demultiplexer,

encoder.Octal to binarv, BCD to excess-3 encoder Diode switching matrix. Design ,of logic
circuits by multiplexers. encoders decoders and demultlplexers

Sequential Systems: b tehes, flip-flops, R-S, D, J- K Master Slave flip ﬂops Conversions of
flip-flops. Couiniters: Asynchronous (tipple), synchronous ‘andsynchronous  decade counter,

Mddulus counter, skipping state counter, counter design. Rlng counter. Cétmter appllcatlons
Registers: buffér register, shift reglster

TEXTBOOKB ' ’ oA ok - i
1. DlgztalLo ic.and’ (;ompat_eg Des1gnlByM iMoms Mano; iearson k S
2! Drgntal circuit des1grlBy'S_:§uhvahanan Sarnvczh_agan Vl as publlcatlons

A TR
[ bid ;
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Admission Year (AY) 2015-16 2016-17 2017-18 2018-19 =

Scheme Code (SC) 2015CSE | 2016CSE | 2017CSE 2017CSE
Scheme Code - 2016CSE

w § - x i 1

REFERENCE BOOKS : |
1. Digital integrated electronics, By Herbert Taub, Donald L. Schilling, TMH !
2. Modern Digital Electronics By R.P. Jain, TMH ‘.
3. Fundamentals of Digital circuits By A. Anandkumar, PHI

~— W e
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Admission Year (AY) 2015-16 2016-17 2017-18 2018-19

| Scheme Code (SC) 2015CSE | 2016CSE 2017CSE 2017CSE

Scheme Code - 2016CSE

3CI'SUB4 SOFTWARE ENGINEERING

iS

MAX_MARKS(50+100)

¥

Objectives: i

1. Comprehend software development life cycle.

2. Prepare SRS document for a project

3. Apply software design and development techniques.

4. Identify verification and validation methods in a software engineering project.
5. Implement testing methods at each phase of SDLC.

6.

Analyze and Apply project management techniques for a case sfudy

Syllabus:

Introduction - Evolving role of software, Software a crisis on the Horizon, Softwarec Myths Software
engineering layered technology

Software procéss & Software pr_occs's' models , The linear sequential model ,The prototyping model ,The

RAID model , Evolutionary models , Componcn; based development , The formal methods model ,
Fourth generation techniques | : Fa

Project management cnncepts Software Process and project metncs} Software project planmng, Soﬂwate
project estimation, Risk manageraent, RMMM plans

Project scheduling and tracking, Software quality assurance, Software configuration management,

Requirement analysis-software, prototyping-Specification Review Analysi§ modeling, Data modeling-
functional modeling

[

Behavioral modeling- Data dlctjunary Demgn conccpts and pnnmplcs, Effective modular dcs;gn design
heuristics, Design model; Documentation
. b

Software désign—Soﬂwarc architecture, Data designing, Architectural styles, Transform mapping,
Transaction mapping, Refining ¢ rchitectural design User interface design, Component Icvel design

Software testing techniques-Wkhite box and black box testing, Unit testing, integrating testing, validation
technique, System testing - debugging

TEXT BOOKS

l] Software Engineering By Rogcr S. Pressman, TMH

2. Software Engineering By Tan Sommerville o
- }

XEFERENCE BOOKS '

. Software Engmeermg Iundamental By Ali Behforooz 'Frederick J I-Iudson, Oxford
University Press :

2. Software Engmeenng Co: 1cepts By Rlchard E. Falrley (Mcgraw-H;ll)

B




Admission Year (AY) 2015-16 2016-17 2017-18 2018-19 | e
Scheme Code (SC) 2015CSE_| 2016CSE 2017CSE 2017CSE_| 1\.;‘ =
Scheme Code - 2016CSE R

‘.

3CSUN5 OBJECT ORIENTED PROGRAMMING

MAX_MARKS(504100)

Objective : The objecti\)c of this course is to provide knowledge about programming basics that
might be useful to B.Tech. Computer Science and Information Technology student, in more

practical manner. These programming skills often occur in practical engineering problem of
Computer Science student. } ’

Syllabus:

Introduction to programmi:ig paradigms- (Process oriented and Object oriented). C'onccpt
of object, class, objects as variables of class data-type, difference in structures and class in terms
of access to members, private and public Basics of C++: Structure of C++ programs,
introduction to defining member functions within and outside a class, keyword using,
declaring class, creating objects, construclors & destructor functions, Initializing member
values with and without use of constructors, simple programs to access & manipulate
data members, cinand cout functions. Dangers of returning reference to a private data
member, constant objects ar:d members function, composition of classes, friend functions and

classes, using this pointer, creating and destroying objects dynamically using new and delete
P i N
operators. - : ¥ - ’

Static class members, members of a class, data & .function members. Characteristics of
OOP- Data hiding, Encapsulation, data security. : '

Operator overloading: Fundamentals, Restrictions,” operator functions as class members V/s as
friend functions. Ovetloadirg stream funétion, binary operators and unary operators.

Inheritance: Base classes aad derived classes, protected members, relationship between base
class and derived classes, constructors and ‘destructors in derived classes, public, private and

protected inheritance, relationship among objects in an inheritance hierarchy, abstract classes,
virtual functions and dynamic binding, virtual destructors.

Multiple inheritance, virtua::. base classes, pointers to classes and class members, multiple class
members. Templates, exception handling.” : T
” i b i
TEXT BOOKS:

I. How to Program C++, Dietel, Pearson |
2. Mastering C+—I’r By K:R.Yenugopal, TMH s i} e !
REFERENCE BOOKS

|
|
|

" Object Oriented Programming in C++ By Robert Lafore, Pearson
. i

o R :
2| Object Oriented Design & Modelling, Rambaugh, Pearson

o

B S el



)‘ . .ssion Year (AY) 2015-16 | 2016-17 | 2017-18 | _ 2018-19
. =" scheme Code (SC) 2015CSE | 2016CSE | 2017CSE_|* 2017CSE
"/ Scheme Code - 2016CSE

: scsums AbVANCEo ENGINEE}luNG MATHEMATICS
e pilad __.__:._1';,_.. L sl b L MAXMARKS(50+100)-

Objective The objectlve’of Pls Jc:ourse is to| provld_l' f .'
Tech. dompu‘tcr gpfgrn;pt} on: :l‘;elchnol '
course is meant to prowde giloundmg 1r1'Statlstlcs
be apphcd in modelmg pro

i Syllabus i 4]

Random Varlables‘ Dlscrete and Contmuous randohl vanables Jomt distrlbhtron, Probabrhty '
dlstrlbutxon functlon, condltional dlstnbutlon A TR e G -

Mathematrcal Expectations' Moments ‘Moment Gcneratmg Functlons, varlancc and corrclanon
coefﬁolents Chebyshev’s Inequahty, SkeWness anci KMosrs :

o N Binomial distribution, Non 1al Distnbunon Porsson Dlstrlbutlon and thelr relations, Umform :
Dlstnbutlon Exponentlalb stnbutlon R R g 0 L i

Correlaﬂon Karl Pearson S c0efﬁcleut Rank correlatlon. Cur\re ﬁttmg Lme of Regressmn

Laplace. Transform Doﬁmtlon and o)tlstenco of Laplace Trahsform, Propertles and Formulac
Unit Step Function, Dirac Delta FUHCUOI‘I, Heav151de Funchon lnverse Laplace Transform
Convoluhon theorem, Appllcauon of Laplace Ttansform to Ordmary leferentlal Equahon
Solut;on of Integral Equatnoﬂs '

| ' _|Interpolanon' D1ﬂ‘erenee OpcratorSa Forward Back\bard Central Sl‘llﬂ: and Average Operators,

'Newton s 'and ' Galiss’s | forward ‘and’ fbackdvard mterpolahon formulae for equal 1ntcrvals,
rStlrlmg s Formula, Lagrﬁﬁge Interpolatron Formula Inverse Interpolatlon

Numencal Dlﬁ‘erennatlon by Newton s, Gauss s and Stlrlmg 5} Formula

1 ..|.. O - ¥ Ft me

Nlhmencal Integratron Trapozmdal Rule, S1mpson S 1!3 and 3!8 Rule.

L |

j'therlcal Solutlon of OD of Flrst Order Plcard’s mothod Euler’s method, Modlﬂod Eulcr S




Admission Year (AY) 2015-16 2016-17 2017-18 2018-19

Scheme Code (SC)

2015CSE | 2016CSE 2017CSE 2017CSE

Scheme Code - 2016CSE.

2.

3.

Advanced Engineering Mathematics, Denis Zill and Warren Wright, pg 207 to 251, Jones
& Bartlett India Private Limited, 2011.

Introductory Metho :ls of Numerical Analysis, S. S. Sastry, PHI Lerning, 2012.

REFERENCE BOOKS:

l.
2

-Advanced Engmccq ng Mathematics, 4™ Edmons, Jain and Iyengar ,Narosa Publications.

Higher Engmeerlrlg Mathemahcs B. V. Ramana J* Edltlon McGraw Hill Education,
2014.
Engineering Statistics; Mbntgomcry, Runger and Hubele; Wiley Publication, 2014.

A First Course in Mumerical Methods; Uri M Asher and Chen Greif, SIAM Publication,
2015.

. Introduction to Prubablllty and Statistics; Seymour Lipschutz and John J. Schxller,

Schaum Outline Series; 2011.

Introduction to Probability and Statistics for Engineers and Scientists; Sheldon M. Ross;
Fifth Edition, 2010.



Admission Year (AY) 2015-16 2016-17 | 2017-18 | 2018-19
7 Scheme Code (SC) 2015CSE | 2016CSE | 2017CSE 2017CSE
S+ 7 Scheme Code - 2016CSE §

3CSU07 ELECTRONIC DEVICES AND CIRCUITS LAB

i

MAX_MARKS(50+25)

Objectives:
+

1 Understand the nature and scope of modern electronics.
Describe physical models of basic components.

3 Design and constru:t simple electronic circuits to accomplish a specific function, e.g.,
designing amplifiers, ADC converters etc.

4 Understand their caabilities and limitations and make decisions regarding their best
utilization in a spec fic situation.

List of Experiments

§
1. Plot V-I characteristic ¢f P-N junction diode & calculate cut-in voltage, reverse Saturation
current and static & dynan c resistances.

2 Plot V-I characteristic of zener diode and study of zener diode as voltage regulator. Observe
the effect of load changes @nd determine load limits of the voltage regulator.

3 Plot frequency response curve for single stage amplifier and to determine gain bandwidth
product. :

4 Plot drain current - drain voltage and drain current — gate bias characteristics of field effect
transistor and measure of Idss&Vp '

5 Application of Diode as clipper & clamper

6 Plot gain- frequency chazacteristic of two stages RC coupled amplifier & calculate its
bandwidth and compare it with theoretical value.

7 Plot gain- frequency chaiacteristic of emitter follower & find out its input and output

resistances. : i

= 8Plot input and output chaiacteristics of BIT in CB, CC and CE configurations. Find their h-
parameters. E

9 Plot gain-frequency characteristics of BIT amplifier with and without negative feedback in the
emitter circuit and determine bandwidths, gain bandwidth products and gains at 1kHz with and
without negative feedback.

10 Plot and study the charéﬁteris_tios of small signal amplifier using FET.

» 11 Study Wein bridge oscillator and observe the cffect of iva;iation in R & C on oscillator
frequéncy

. ; i \.

U

|
|
| |



Admission Year (AY) 2015-16 2016-17 2UL/-18 2ZU15-1Y
:| Scheme Code (SC) 2015CSE | 2016CSE 2017CSE 2017CSE

Scheme Code - 2016CSE

12 Study transistor phase saift oscillator and observe the effect of variation in R & C on

oscillator frequency and compare with theoretical value.

13 To plot the cllaracteristi_é,s of UJT and UJT s relaxation.

14 To plot the characteristics of MOSFET and CMOS.

10

pd
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l Admission Year (AY) 2015-16 2016-17 2017-18 2018-19

| Scheme Code (SC) 2015CSE | 2016CSE 2017CSE 2017CSE

Scheme Code - 2016CSE

' 3CSUO8 DATA STRUCTURES AND ALGORITHMS LAB

MAX_MARKS(50+25)

Objectives:

1. To implement con¢epts of linear data structures like Stack and Queue..
2. Toimplement vanous Sorting and Searching Techniques.

3. Tolearn programmmg same problems using both arréys and pointers.
4. To implement concepts of non-linear data structures

List of Experiments:

1 Write a simple C program on a 32 bit compiler to understand the concept of array storage,
size of a word. The program shall be written illustrating the concept of row major and
column major storage. Find the address of element and verify it with the theoretical value.
Program may be written for arrays upto 4-dimensions. ;-

2 Simulate a stack, queue, circular queue and dequeue using a one dimensional array as

storage element. The' program should implement tl1c basic addition, deletion and traversal
operations.

3  Represent a 2-variable polynomial usmg array. Use thls rcprcscntatlon to implement
addition of polynomizls.

4 Represent a sparse matrix using array Implemcnt addmon and transposition operations
using the representation.

5 Implement singly, dcubly and circularly connected linked lists illustrating operations like
" addition at different locations, deletion from specified locauons and traversal.
Repeat exercises 2, 3'& 4 with linked structure. '

Implementation of binary tree with opcrahons like addltlon deletion, travcrsai

‘Depth first and breadth first traversal of graphs represented using adjacency matrix and list.
Implementation of binary search in arrays and on linked Binary Search Tree.

10 Implementatlon of ingertion, qu1ck hcap, topological and bubble sorting al gonthms

T 'g\*‘\\k L l‘”l\m
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" 3CSU09 DIGITAL ELECTRONICS LAB

_ MAX_MARKS(50+25)
Objectives: }

- Understand electrical conduction in solid state materials
Analyze and design dc and switching circuits containing diodes and transistors
Analyze and design combinational logic circuits at the transistor level -
Develop skill with computer-based circuit simulation

Sl el S

List of Experiments:

1. To verify the truth tables of basic logic gates: AND, OR, NOR, NAND, NOR also to verify
the truth table of Ex-OR, Ex-NOR (For 2,73, & 4 inputs using gates with 2, 3, & 4 inputs).

2 To verify the truth table of OR, AND, NOR, Ex- OR Ex-NOR realized usmg
NAND & NOR gates.

3 To realize an SOP and POS =xpression.

4 To realize Half Adder/ Subtractor & Full Adder/ Subtractor using NAND & NOR gates and to
verify their truth tables.

5 To realize a 4-bit Rlpp]c Adder/ Subtractor using basic Half Adder/ Subtractor & basic Full
Adder/ Subtractor.

6 To verify the truth table of 4-to-1 multzplexcr and 1-to-4 demult:p%lexel Realize themultiplexer
using basic gates only. Also to construct and 8-to-1 multiplexer and 1-to-8demultiplexer using
blocks of 4-to-1 multiplexer and 1-to-4 demulliplexcr '

7 Design & Realize a combinational circuit that will accept a 2421 BCD code and drive a TIL -
312 seven-segment display.

8 Using basic logic gates, realize the R S J-K and D- fhp flops with and without clockmgnal and
verify their truth table

9 Construct a divide by 2,4 & 8 asynchronous counter. Construct a fi-bit binary counter and ring
counter for a particular outpul pattern using D flip flop B

10 Perform input/output operations on parallel in/Parallel out aud Serial in/Serial out registers

using clock. Also exercise loa¢ing only one of multiple values into the register using multiplexer.

- Note: As far as possible, the experiments shall be performed on bread board. However,
experiment Nos. 1-4 are to be serformed on bread board only.

iz 5
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3CSU10 OBJECT ORIENTED PROGRAMMING LAB

MAX_MARKS(50+25)

Objective: The objective of this course is to provide knowledge about programming basics that
might be useful to B.Tech.. Computer Science and Information Technology student, in more

practical manner. These programming skills often occur in practical engincering problem of
Computer Science student.

Syllabus:

1.

To wnte a simple program for undcrstandmg of C++ program structure without any

CLASS declaration. Program may be based on snnple input output, understanding
of keyword using, - :

Write a C++ program to demonstrate concept of declaration of class with public. &
private member, constructors, object creation using constructors, access restrictions,
defining member functions within and outside a class. Scope resolution operators,
accessing an object’s data mcmbérs and functions through different type of object

handle name of object, reference to object, pointer to object, assigning class objects
to each other.

Program involving multiple classes (wnthout inheritance) to accomplish a task.

Demonstrate compo= ‘tion of class. |

Demonstration Friend function friend classes.

Demonstration dync mic memory management usmg new &delete & static class

_ members.

Demonstration of restrictions an operator = overloading, operator functions as
member function and/ or friend function, overloading stream insertion and stream
extraction, opcrators overloading operators etc. '

Demonstrator use ¢f protected members, pubhc & pnvate protected classcs, multi-

level inheritance etc.
\
St

Demonstration of exception handling.

)3
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4CSUCT  MICROPROCESSOR AND, INTERFACES
Maximum Marks (50+100)

Obiective:

The objective of this cotirse is o pi 'wde a theoreucal & practlcal introduction to

microcontrollers afid ti ofs, asserti rogramming techniques, desigh of
hardwate mter‘facm g c1rcu;t;f__mlcrt)cbmroller and mlcroproce§sor system design consnderatlons

Syﬂahus

Introduction to Microprocessors, microcontroller; 8085 Microprocessor Architecture, pin
description, Bus concept and organization; concept of multiplexing and de-multiplexing of
buses; concept of static and dynamic RAM, type of ROM, memory map.

Software architecture registers and signals, Classification of instruction, Instruction set,

addressing modes, Assembly Language Programming and Debugging, Programming Technique,
instruction Format and timing.

3
Advance Assembly Langu 1ge Programming, Counter and time delay; types of Interrupt and their

uses, RST instructions :nd their uses, ‘8259 ' programmable interrupt controller; Macros,
subroutine; Stack- implems=ntation and uses with examples, Memory interfacing. .

8085 Mlcroprocessor interfacing:, 8255 Programmable Peripheral Interface, 8254 programmable
interval timer, interfacing »f Input/output device, 8279 Key board/Display interface.

Microprocessor Applicaticn: Interfacing scanned multiplexed display and liquid crystal display,

Interfacing and Matrix Keyboard, MPU Design; USART 8351 RS232C and RS422A, Parallel
interface- Centromcs and IEEE 488.

Tcxtf‘Reference books

l. Microprocessor architécture, programmmg, and applications wlth the 8085 By Ramesh S.
Gaonkar

2. Introduction to MICI'OI rocessor By Ad:tya 4 Malhur, TATA MAC GRAW HILL

3. Microprocessor &Interfaceing By Douglas V. Hall, TATA MAC GRAW HILL
4. Microprocessor & Peripheral By A.K.Ray, K.M. Bhurchandi, TATA MAC GRAW HILL

4 I
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4CSU0? | DISCRETE MATHEMATICS STRUCTURE

Maximum Marks (50+100)

Objectives:

+  Some fundamehtal mathéfnatidal corcepts arid te

o How to use andanalyte recursive defin
«  How to count some différent types of

dl rete structires; _ Gl
«" Techniques for constructing mathematical proofs; illustrated by discrete mathematics
examples. PR e L L R

Set Theory:Definition and types, Set operations, Partition of set, Cardinality (Inclusion-
Exclusion & Addition Pr:nciples).

Relations: Definition, Binary Relation, Matrix of Relation, Digraph of Relation, Properties of
Relations, Equivalence rzlations and partition, Equivalence Class, The Connectivity Relations,
Operations on Rela!;ions,_Clctsures of Relation, Transitive Closure-Warshall’s Algorithm.

Functions:Concept, Some ' Special Functions (Chai-acteris{i!(i,!i Floot & 'CeilingFunctions),
Properties of Functions, The Pigeonhole &Generalized Pigeonhole Principles, Composition of
Functions. ‘

Language of Logie: Proposition; Compound Proposition, Conjunction, Disjunction, Implication,
Converse, Inverse &Contrpositive, Bicondliltion”al_ . Statements, tautology, Contradiction &
Contingency, Logical Equivalences, Quantifiers, Argumeﬂts.’ : = '

Methods of Proof: Direct, Indirect, Principle of Mathematical Induction.

Graph Theory: Graphs- Directed, Undirected, Simple, Adjacency & Incidence, Degree of

Vertex, Subgraph, Coniplete graph, Cycle’ & Wheel Graph, Bipartite & Complete Bipartite
- Graph, Weighed Grapi, Complete Graphs, Isomorphic Graphs, Path, Cycles & Circuits

Euclerian& Hamiltoniar. Graphs. '

Trees: Definition, Span:\ing Trees, Minimal Spanning Trees,Prim’s Algo, Kruskal’sAlgo.
i j i .

' '_I‘exta’Reference books:;

ORI e bl : N BBt S
. Discrete Mathematical Analysis, Kolman et al., Pearson Education

. Discrete Mathematics and its Applications, Kenneth H. Rosen, MAC GRAW HILL _

|

2

3. Discrete Mathematical Structures, Lipschutz& Lipson, MAC GRAW HILL

4. Discrete Mathemati:s with Applications, Koshy, ELSEVIER : /

e
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programs using gdb, systr m call.

Scheme Code - 2016CSE

405003 LINUX AND SHELL PROGRAMMING

gt MalehmMﬂPRS(SOHOO)

Objective: o

i | ¥ } 4" . .
The objechve of thls co: ]rse is. to mfroduce Umfomux kemel programmmg technlques that

useful in B. Tech Computer se1ehce and Informatron .Technology students in, more practical

manner. This course alsr' prov:de the knowledge ofs’shell scrrptmg and Lmux tools and
applications. ! - -
i

yl]abHS' ,. ;'-E o

Introduction: Ldggmg 11, changmg password (passwd command only), man, xman, info
commands to access on line help. Simple commands like 18, cp, mv, grep, head, tail, sort, uniq,
diff, echo date, which, whereis; whatis, who, fi ﬂger W (optron and vanatlons mcluded)

Drrectory commands access permissions, changmg access penmssrons for f‘ les and directories, -
hard & symbolic lmks Envlronment and path settmg e

vi editor: Creating and editmg files, features of vi, msertlon deletron, searchmg, ;substitution
operations, yank, put, delete comméinds, reading & writing fi Ies, exre file for seltmg parameters,
- advance editing techmqur s. Vim (improved vi). |

}
- Programming utilities: Comprling & linking C, C-++ prograrns, make utility, debugging C

Inlroduotlon to X-wmddw system x-wmdow as ‘client/ server system, cdncept of window

manager, remote comput ng & local displays, xinitre fi le, customize X work environment and
applicatlons, customizing the fiwm window manager '

; Shell Meaning and purpose of shell, Introductlon to types of shel[ The command Ime, standard

mput and standard output redlrectron, prpes ﬂlters specral characters for, searchmg fi les and
pathnames ' I,_s PR i 5o

Bourne Again Shell: shell script-writing! and executmg, dommatd separation ‘& groupmg,

redtrectlon, d1rectory stack mampulatron, processes, parameters & variables keyword variables.

Shell Programmmg Controi striictures, the Here document, cxpandmg NULL or USET variables,

Built-ins, functions, history, aliases, job control ﬁlename substitution. source code management-
RCS and CVS. awk utlllt"
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Tekt!ReferenEcé bﬁﬁﬁsig

. Apmctical\@tﬂdﬁ
2. A Practica
Educatiofi.

to, Lmux,;ﬂabell Pearson Educatl n. :" i 2.1
e to Lmu'l'Commands, Edttoré and Shcil Programmmg, Sobell Pearson

3. A Practical Guide to Fédora dmd Red Hat Enterprlse Lmux, Sobell Se, Peafson Educatlon

4. Harley Hahn: Guide to Unix
3 Blum Bresn_
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- l LA 4 LATE ool 3 TN AT ak B T B 5 FEHA T WY it e s
[ A i sﬂo4ANALYSI$é momrﬂms elsisign, i
| Maxrmum Mai'ks (50+100)

l ;
Ob]ectlves- To teach vamlts problem solvmg straLe%xes iTo teach mathemancal background for

algorlthml analysrs and implementatiof of variou strategles like divide ‘and'‘conquer, Greedy

method, Dynamic: progra‘nhmg, backtrackmg, brahéh ‘and “bound. ' To teach’ different strmg
matching algorithms. 3 _ .

Contents of the subjeet . Ol ¥

BACKGROUND:  Review' of Algonthm Corhplexlty Order Notatrons clef‘ mtlons and
calculatmg complexity. :

DIVIDE 'AND CONQUER METHOD Blharjr Seareh Mel‘ge Sorl Qurck sort and Strassens
matrix multlpllcatlon algorlt{hms

GREEDY METHOD: Knapsaek Problem Job Sequencmg, Optlmal Merge Patterns and
Mrmmal Spannmg Trees. , .

e L S B

'DYNAMIC PROGRAMMING Matnx Cl‘lam Multlpllcahon Longest Common

! Subsequence and 0/1 Knapsacl( Problem

BRANCH AND BOUHD Travelmg Salesman Problem and . Lower Bound Theory.
Backtrackmg Algorithms elrld queens problem. i, oLy

PATTERN MATCHING ALGORITHMS Naive and qum Karp string matchmg algorlthms
KMP Matcher and Boyer ! ‘vloore Algorithms.

_ASSIGNMENT PROBLEMS Formulatlon of A551gnment and Quaclrat1c Asmgnment _
"Problem. : ; |

RANDOMIZED ALGC*RITHMb- Las Vegas algonthms, Monte  Carlo - algorithms,
5 randomlzed ‘algorithm | fof Min-Cut, randomized algomhm for 2 SAT. Problem.definition of
Multlcommodrty ﬂow, Flow shop schedulmg and Network capacny assxgnment problems.

NUMBER THEORITIC ALGORITHM Number theorelrc notions, Division theorem, GCD,
f'reoursmn Modular arithr etic, Solving Modular Linear equation, Chinese Remainder Theorem,

power of an element Computatlon of Discrete Logarlthms pnmalrty Testmg and lnleger
Factorlzatlon e TR, Libeg T kil 3 -




Admission Year (AY) 2015-16_| 2016-17 | 2017-18 2018-19 __%v
Scheme Code (SC) “2015CSE_|_2016CSE_| 2017CSE | 2017CSE i
Scheme Code - 2016CSE } ‘\

and NP- Con'Jplete Problems LIDemsmn Problems Cook‘

~ Problems - htisﬁabxhty bfdlﬁl M aid" Vertex &odét Pfoblem ;'Aplp:rlommatlon Algohthms for
- Vertex Covqg‘andSet quer Pr blem ! o ,

Text: | e e
' i)
Conﬁén,*LéxsetsﬁﬁHRﬁ st Ihlrodl!éﬁﬁm ‘o’ Algﬁmh 5, Prenti f Ind :
2 Horowitz and Sahahi: '.tindamehtdl of Compuiter’ ‘algotitht S A
3. Aho A;V J.D Ulman Demgn anduanalysxs ofAlgcmthms;‘ ‘ddlson lWesley

v A e R

ReferenccS*

. Mlchaela Gooddnch& F‘ohe[to Tammassm, “A]gar;thm destgn foundatlon | analysns and
internet exampies” Seconded:tlon wlley studem edmon PR T

'.-‘f?-_ 182 ak e Vi .

2. Ellis hbrowltz ,sartaJS'th ¥5ig Rajsekazang; Fundamentals_ of: co_’;‘np.t'x'tg_r:;'a_lg_bri_tliﬂié?’
Umversnty Press : : ' e
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4csqh5 PRINCIPLES oF COMMUNICATION

!ﬂf - | e Maxlmum Marks (50+100)

Objectives:

1. To 1ntroduce coh‘imuméatlon al'ld to demohstratq, the 1mportance of communlcatmn in
| a'variety 6f contﬁxts moludmg that of the :‘ﬁan‘ager of ihnovation and change

2., To evaluate and‘dlscuss the charactenstlcs of good. commumcahoh and how to
R 1mprove our ¢onimum¢atloh bt it ) !

Syllabus: i il B

. - . ANALOG MODULATION Concept of frbqhency trahslatlon Amplltude Modulanon

- Descrlptldn of full AM, DSBSC; SSB and VSB in time and- frequency domiains, methods of
' generation & demodulation, frequency division: mu]tiplexmg (FDM). Angle Modulation: Phase
and frequency modulation. 'Descrxptlons of FM ssignal in time and frequiency domams, methods
of generation & demodulatlon, pre: emphasis & de-emphasns, PLL

PULSE ANALOG MODULATION Ideal samplmg, Samplmg 1,heorem, aliasing, mlerpolation,

natural and flat top sampling in time and frequency domains. Introduction to PAM, PWM; PPM
modulation schemes Tlmf dmsxon multlplexmg (TDM)

PCM'& DELTA MODUUATION SYSTEMS: Uniform and Non-uniform quantlzatlon PCM

“and' delta modulation, Signal to quantization noise ratio in PCM and delta modulation DPCM,
- ADM, T1 Carrier System Matched fi lter detecuon Error pro!;abillty in PCM system ; ;

DIGITAL MODULATIC N Baseband transmissioh: Lme coding (RZ \NRZ), inter . symbol
interference (ISI), pulse r~h:ap-1r1g, Nyquist criterion for distortion free base band transmission,
raised cosine spectrum. Pass' band  transmission:' Geometric interpretation of signals,

orthogonalization. ASK, PSK, FSK, QPSK and MSK moduiatlon techniques, cohment detection
“and calculation of error pr nbabilities.

SPREAD- SPECTRUM N‘ODULATION Introductlon, Pseudo-Noise sequences, dlrectsequencc
~spread spectrum (DSSS) with coherent BPSK, processing gain, probablllty of error, frequcncy—
| hop spread spectmm (FHSS) Apphcatlon of spread spectrurh CDMA
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Text!Referenhe Bboks. Y

il ' 5
PnLclpal of Commub‘ atiof systcm By Thub SChllilﬂg, TATA MAC GRAW HILL
2 FundaMentals of cm‘n unication system By Proakts&SaIehl,,Pearsm Educatlon o
Ceducation ¥ £
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\ closuos COMPUTERNEWGRKS
LRSI T ._:_;:-:i' i 14 '-‘-':,j-w‘ ) ISR VTR # e ridinl e

I Mammum' Marks (50+100)

:
Objeetivs'vi.-u

R s A ob it B bt

To make students leém archlteeture of data commumcatlon networks.
'Bmld an understandlhg of the ﬁmdaflwn’thl cohCepts of cbihputer netWOrklhg

' EXplam how commllnicatlon works in data networks and the lhtefhet
Recognize the dlfferent mtemetworkmg dev1ces and their functlons _
Analyze the servnces and features of the various layers of data, networks
Design, calculate, and apply subnet tﬂasks ‘and’ addresses o fulﬁll networkmg
requirementss ..., - o af b :

(% | Analyze the featuresl and operatlons of ltall:otm appllcatlon layer protocols such as Http,
' DNS; and SMTP.. |~ Sl iy, Btiibishoraaiftisgsar |

N S

s .-.:,a’ y

Syllabus: ol . _
Network Reference ModeISl(OSI/ISO and' TCP/IP) IsSues artd Challenges in Physucal Layer

Data Link Layer: Functionis: of data link layér and design issues, Flow. Control Flow, control in

lossless and lossy channels: uSmg stop and-Walt sliding window protocols Performance of

protocols used for ﬂow oontrol
: il

Error Control Codlng Errox* Detection, Two Dimensional Parity Checks, and Intemet Checksum.
Polynomial Codes, Standordlzed polynomial codes, ertor;detecting capablllty ofa polynomial

codes. Linear codes, per’oi‘mance of .linéar: codes, error. detection’ & correotlon using linear
codes, Data Link Control FEDLC&PPP including frame structures PSRN

MAC sub layer Channel Allocanon Problem, Pure and slotted Aloha CSMA CSMA;’CD

_collision free multiple acccss, ThrOUghput analySIS of pure and slotted Aloha Ethernet
"Performance.

Network layer-design lSSuc, routing algor:thms Distance vector, link state, hlerarchlcal
! Broaclcast routing, Congestion control: congestion preventipn policies, congestion control in
i Datagram subnets, load sheddmg, jitter control, Leaky bucket and token bucket algorlthms

i Internetworkmg leferem ‘es in netWorks, Tunneling; Intemetwork routing, Fragmentation
etwork layer in the Internet: [Pv4 classful and classless acldressmg, subnetting Network layer

protocols(only working and purpose; packet headers etc not meluded), Dxfferencos in IPV6 over
" IPV4 : foki At ! j
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CQ/ L:_'

'; 'Elements of transport p oéﬁﬁwhdtiféssm B e‘b‘h[;fm éstabl hl’nént and release flow control
' and /buffering, multnplexmfglanﬁ1tiemult1plexmg, crash recovery, mtroductlon to UDP: protocol,
Principles of R@&]ia’ﬁ)léimata Ttﬁhét‘er e s
}
Transport Layer in the Intcmet[ Introductlon to TQP ITCP SBI‘VICB Model, TCP Header and
segment structure, TCP conn*ctlon estabhshment and’ release,’ transmission pohcy, timer
management, Transactlonal TClj Moblle TCP TCP Goﬂgestlon Control

5 ‘_,.., 1. ._._ gyt 1 r 3 I.. !
Application’ Layer Domam Narqe~System (DNS), SMTP I_HTTP Flle ‘ransfer. Protocol (FTP),
Introduct;on to iNetwdrlg secunty;. gl

Text[Reference Books i hini it dapddont y

L Tanenbalim Comp'L{terNetwork,4thEdr,PEarsorl Edudanon baalagn et

L2 Stallmgs Dataandco mputercommumcatlon Bthed Pearson Educatwn )
- 3u: Kurose; Comp“wﬂ\‘Etwbrklngﬂrdﬁdi Pearson Educations 1
4.1 Peterson,Davie;CoraputerNetworks, 4rdEd BLSEVIER Bl

5. AlbertoLeon-Gama,lndrawicuaja, COMMUNlCATlONNETWORKS
ndeg,, TATA MAC:GRAW HILL . | e i
6. Analysm of. Cumpu er and Conimumcatxdn Netwokks ! ISBN:- {}3_87_-7'44363-,E Fayez
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'="'i.:}'-;- 4

| ! '_ Maxrmum Marks (50+25)

| Gty :
Ohjectiv!e T e '; v G el _
The. objectrve of thls lab 1F 1o mtroduce the basros qE microprocessor programmmg, ‘fearn use of
mrcroprooessor in sumple applications: this lab also ]Sde de' ﬁ’iheot‘eﬁt‘,ﬁl & pl‘actical introdiiction
to mlcroéoﬂﬂ%lléﬁrré}id fﬁﬁekabfacéssbrs;f asserﬂbly ldhgﬁage programining: teehniques, design of

__réprqeesso ! __ystem demgﬁ"cons;,deratrom

List OfExperiinents:_' bl Ay

1 Add the contents of memory locations XXUO &XXOI & place the result in memory locat:on
XX02.

2 Add the 16 bit numbers stored m memory locatron & store the result m another memory
location. I, '

Transfer a bIock oft data from memory ld:-catmrr.XXOO to another memory locatlon XX00 in
forward & reverse order. - [

Write a program to Swap two blocks of data stored!itf memory. 4
Write a program to t‘ nd the square of a number. '

Write a main program &a conversion Subroutine to coﬁvert Bmary to its equwalent BCD
- Write.a program to f' nd largest & smallesti number: from a given array. .
- Write a program to. Qort an.array in ascendmg & descending order.
Write a program to, r*rultxply two 8 bit. numbers whose result is 16 brt T,
10. Writea program ofdlwsron of two 8 blt numbers R R b b
1T Generate square wave from SOD pin of 8085 & observe on CRO.
12 Wrrte a program to perform traffic light control. operation.

13 Wrrte a program to control the speed ofa motor., . . ’

O e S AW
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Objectives:

To understand basw analog and dlgital Commum’cahoh 5
_emphasls on. wlreless oommunlcatlons methods

' List ofL'Jtpel‘iments sthian | '

4¢SU08 COMMUNIOATION LAB

¢

Maxlmum Marks (50+25)

\'.

S"sterﬁ theory ahd de31gn W1tll an

1 Harmohié analys;s ofa square wave of modulated waveform Observe the amphtude modulated

waveform and measures modulation mdex Demodulanon of the AM signal

2 To modulate a high frequeney carrier w:th smusmdal mgnal to obtain FM si gnal

Demodulatlop of the EM sggnal

3To observe the followmg in a transmlsswn Ime delnonstrator I?It

i. The propagatlon of pulse m{non-reﬂeetmg Transm1551_on lme

| ey

ii. The effect of losses'in Transm1ssmh liné.”

iii. The resonance characteristics of al half wavelength long: x-mlsSIbn lme i

o
i}

de Tty ]

;-..';'-’:. i

RERAE h r"":a;.-f'-‘.v:;-»=-,:."-'-

Ly

i
1

LT
g
L

4 To study and'observe the operatlon of a _super heterodyne receiver:

8 To observe the operation of a PCM encode and deooder ‘To CUI‘lSldeF reasoh f‘or usmg

digital signal x—mlssmns of ;malog 51gnals

9 Produce ASK si ignals, lwth and W1thout oamel‘ sUppressmh EXanlnne the drffefé:nt

processes reqmred for demodalatlon in the tWo cases

i X o '
10 To observe the FSK wave forms and demodulate the FSK 31gnals based on: lhe propertles

of'(a) tuned circuits (b) on PI L

i)

}

Yy aan
Tt :

s

i ___." !
5 To modulate a pulse carrier with: smusoldal signal to:obtain PWM: mgnal and demodulate it.:

6 To modulate a pulse carrier w;th :sinusoidal mgnal to obtam 'PPM. slgnal and demodulate it

Iy
7 To observe pulse amphtude modulated Waveform and Its demodulatlon

2

R R |

11;. To study & observe the amplltude 'r'esp:o"nse-of automatic gaio controller (AGC).

g+

! L

s
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4CSUQ9  LINUX SHELL PROGRAMMING LAB
Maximum Marks (50+25)
Objective: , . L | oy

e feGtiie OB/ 187t least UG/ Linux Shell commands, file and directory
structuge: of Unix file] yﬁft_é'm.-’_;zrflj_hi‘é_;-;labfa{;a'l's'of_'_iﬁﬁtﬁ'ﬂ{x;és"-'thé’f-ifuﬁﬁhmentéls-":-of shell
. Students Wil be able to use Linux environment efficiently and

List of Experiments e R

5 Use of Basic Unix Shell Commands: Is, nikdir, rmdir, cd, cat, banner, touch, file, we, sort,
" cut, grep, dd, dfspace. du, ulimit. ' S R E
6. Commands related to inode, /O redirection and piping, process control commands, mails.
Shell Programming: {3h_ell script exercises based on following it o
(i) Interactive shell scripts (ii) Positional parametets (iii) Arithmetic
7. (iv) if-then-fi, if-then-else-fi, nested if-else (v) Logical operators : Fovu,
(vi) else + if equals etif, case structure (vii) while; until, for loops, use of break '+ °
(viii) Metacharacters (ix) System administration: disk management and daily administration
Write a shell script tc create a file in JUSER /class/batch directory. Follow the instructioi:
(i) Input a page profi‘e to yourself, copy it into other existing file; T
g (ii) Start printing file at certain line (tooe o : { e
* (i) Print all the difference between two file, copy the two files at $USER/CSC/2007
directery. " . '
(iv) Print lines matching certain word pattern. '
Write shell script for- ST B -
N (i) Showing the count of users logged in,
- 9. (ii) Printing Column list of files in your home directory
 (iii) Listing your-job ith below.normal priority
(iv) Continué running; your job after logging out. .
10. Write a shell script tc change data format .Show the time taken in execution of this script .
BT Write a shell script fo print filesinames in ‘a directory- showing date of creation & serial
* number of the file. ;- e ' '
12. Write a shell script t¢. count lines, words and characters in its input (do not use wc).
03 Wliite a shell script 5.'oi‘_'_pr_int end of a Glossary file in reverse order using Array. (Use awk
" tail) | i e TR vtk w :
" =14, Design progtams for:d_i_ffercnt scheduling algorithm of E}S and compare their performance.
. ; : : ! KLY ., PeR L DR R CRT it :
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1.3
4C«SU6]0 ADVANCE DATA STRUCTURE LAB

]

i , Maximum Marks (50+25)

; I , :
Objectives: Upon ¢ ,| .ccssfu] ‘completion of this course, students should be able to:
I. Prove the corr ness am:l analyze the running time of the basw algorithmsfor those classic
problems in vari’| 3 domalns,

2. Apply the g :nthms and :r.iesign techniques to solve problems;
3. Analyze: complexities of various problems in different domains.
Suggested ¢ ols: For implementation and estimation of running time on various sizes

., | §
of input. - Jr output(s) as the case may be, Linux platform is suggested.

EXE" .SES:

A. - expected that teachers will assign algorithms to the students for estimation of time &

e 2 complexity. Algonthr 's reported ih 'various research. journals may be chosen by the
«achers.

" 1%, Problem on designingizlgorithms to meet complexity constraints may beassigned. For
example, a problem on des gn, analysis and lmpiementatlon for transposing a sparse matrix

requiring not more than one pass from the orlgmal matrix may be aSSlgned
- ;

C. A guide to such problems ‘s given below: ' I ‘

1. Exploring a Binary Heap: Consider a bmary heap containing n numbers (the root stores the
greatest number). You are given a positive integer k'< n and a number x. You have to
determine whether the k th largest element of the heap is greater than x or not. Your algorithm
must take O(k) time. You may use O(k) extra storage.

3

2. Merging ﬁvo search trees: You are given two height balanced binaly search trees T and T,
storing m and n elements espectively. Every element of tree. T is smaller than every element
of tree T'. Every node u- also stores height of the subtree rooted at it. Using this extra

information how can you merge the two trees in time O(log m + log n) (preserving both the
height balance and the orger)?

3. Complete binary tree as ar 'efficient data-structure:




!
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i

You are given ‘an array ofr srze n (n bemg a power: of twb).- All the entnes of the array are
mltrahzed to zero. You have to perform a sequence of the following onlme operatlons

1. (i) Addg 1,X) which adds .{ to the entry A[r]

: 2 (1:) Report sum(ld) = sum of the entrles in the artay from mdlces itoj for any 0<i<j<=n.

It can be seen easrly that we can perform the first operation in 0(1) time whereas the second
operatlon may cost O(n) in worst case. Your objective is to perform these operations efficiently.
Give a data- structure thC"l will guarantee O(Iog n) tlme per operation.

-

4, Problems on Amort1|zed ANBIYSIS N

:t Deletelmm in consta,nt tane‘ll Consider 4 bmary heap of size n, the root stormg the
smallest element. We Kfiow that the cost of insertion of an element in the heap is O( log n)
and the cost ofdeletmgr the smallest element is also O( log n). Suggest a valid ‘potential
function so that the amortlzed cost of msertlon is O(logo) whereas amortized cost of deleting
the smallest element is O(l) T
§
b lmplementmg a queue by two stack ' :

' 1

c.. Show how to 1mplement a queue. WIth two ordmary staoks 50 that the amomzed cost of
-._ each Enqueue and esch Dequeue operatlon 1s O(l)

5! Computmg a spanmng tree: havmg smallest value of largest edge weight: Descn'oc an
- efficient algorithm that, given an undirected graph1 G, determines a spannmg tree of G
" whose largest edge welght is rmmmum over all spannmg trees of G "

6 ShortestPath Problems

C Rl I e

i. J From a subset\of‘ verttces to-another subset of vertices

a. leen a directed graph .J(V E), wheré edges have nonnegatwe weights. S and D are two
dlS_]Olnt subsets of the set Of vertices. Give an O(|V]| log |V1 + |E]) time algonthm to ﬁnd the
shortest path among the set of paths possnble from any node in S to any ' node in D.

,'..l- a0 b i

r|'- 1 O ¥y e

m Paths in Dlrected Acyclle Graph LT i 'ﬁ' TR

-a. Countmg the number of paths Given two nodes u,v in a dnrected aeyche graph G(V E) Give
an O([El) time algorlthm to« ount all the paths from utov.

U :'-. i AT |{- .' | [ “( s
b. Path passing through;a. tubset of nodesGwen two nodes u, v and a set of vertices w 1, w 2
WW kina directed acyclic graph G(V, E). ‘Give an O(\EI) time algorithm to output a path(if

exrsts) from u to v which prxsses through each of the nodes‘_lw L. Wk If there i IS no such path

then ynur‘ algorithm must re yort that' "no SUCh path exlsts g 4
i ;
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7. Searchmg for a frlend Yoii are standing at a. crossmg from where there emerge four roads
extendmg to mﬁmty Your frmnd is somewhere on one of the four roads. ‘You do not know on
which road he is and how far he is from you. You have to walk to your friend and the total

distance traveled by you mustibe at most a constant tlmes the agtual drstance of your friend from
you.In R _ X
! = j B )

tcrmmology of algorlthms, yc;u should lraverse O(d) distance, where d is the distance of your
friend from you

8. A simple problem on sorted array: Design an O(n)-time algotithm that, given a real number x
and a sorted array S of n humbers, |determmes whether or not there exist two elements in S
whose sum is exactly Xow - i i _ L

y * 3 ¢ SR
9. Finding the decimal dominant in linear time: You are‘giVeh h real nubers in an arra§ A
number in the array is called a 1 decimal dominant if it occurs more thah /10 times in the array.
Give an O(n) time algonthm to determme 1f the glven array has a decimal dominant. .

10. Finding the first one You 7are given an array of infinite lehgth contammg zeros followed by
ones. I—Iow fast can you: I_oeate the ﬁrst one in the array? "

:-t Lf‘ 1o

11. Scarchmg for the Celebmy Celebnty is-a person whom éverybody knows but he knows
nobody. You have gone to a party. There are total n persons in ' the party. Your job.is to find the
celebrity in the party. You cen ask quesuons of the form Does Mr. X know Mr. Y 2. You will

get a binary answer for each such qucstlon asked Fmd the celebrity by askmg only O(n)
questions

-
HIY -

12 Checking the Scorplcm An n- venex graph is a scorpion if it has a vertex of degree l(the

sting) connecied to a vertex of degree two (the tail) connetted to a vertex of degrée n-2 (the
body) connected to the othér n-3 (the feet). Some of the feet;may be connected to other feet.

_. Design an_algorithm that' demdes whether a glven adJacency ymatrix represenls a scorpion by

exémmmg only O(n) entrres

=1,
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13. Endless llst You are

havmg a pomter to the head of smgly linked list. The list either
terminatés at nulI pointer L

it loops[back to some previous location(not necessanly to the head
of the list). You have to determme ‘whether the list loops back or ends at a null location in time

proportional to the length of nhe list. You can use at most a constant arhount of extra storage.

14. Nearest Common Ancestor Given a rooted tree of size P You receive a scnes of online
quenes

i

"Give nearest common ancestor of u, v", Your objectlve Is to preprocess the tree in. O(n) time to
get a data structure of snze O{n) so that you can answer any such query in O(log n) time. -
. . 3
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5CSU01 DATABASE MANAGEMENT SYSTEM
}
Maximum Marks(50+100)

Objective:

1. The knowledge acqu |red here will be utilized in the laboralory course for developing
database applications.

2. To cover the concepis of Relational data model and Relational Algebra
3. To provide concept ¢nd need of database system

4. To make students design logical database with the help of E-R model.

Syllabus:

Introduction to database systems: Overview and History of DBMS. File System v/s DBMS

.Advantage of DBMS Describing and Stoting Data in a DBMS. Queries in DBMS. Structure of a
DBMS.

}
Entity Relationship medel: Overview of Data Design Entities, Attributes and Entity Sets,
Relationship and Relationship Sets. Features of the ER Model- Key Constraints, Participation
Constraints, Weak Entities, Class Hierarchies, Aggregation, Conceptual Data Base, and Design
with ER Model- Entity v/s Attribute, Entity vs Relationship Binary vs Ternary Relationship and
A ggrcgalion v/s ternary Ielationship Conceptual Design for a Large E:lte[;pl'ise.
: i .}

Relationship "Algebra 'ind Calculus: Relationship Algebra Selection and Projection, Set

Operations, Renaming, .oints, Division, Relation Calculus, Expressive Power of Algebra and

Calculus.

SQL querles programi lmg and Tr:ggers The Forms of a Basic SQL Query, Union, and

Intersection and EXCelut Nestcd Quﬂncs, Cmreiatcd Nested Quenes, Set- Companson'

Operations, Aggregale Q»erators, Null Values and Embedded SQL, Dynamic SQL, ODBC and
JDBC, Triggers and Active Databases.

e e
i 7@1( A .
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Schema refinement and Normal forms: Introductions to Schema Refinement, Functional
Dependencies, Boyce-Codd Nurmal Forms Third Normal Form, Normalization-Decomposition

into BCNF Decomposition mto 3-NF.
Cor )
Transaction Processing: Innoduction—Transaction State, Transaction properties, Concurrent

Executions. Need of Senahzabillty, Conflict vs. View Senahzablllty, Testing for Serializability,

~ Recoverable Schedules, Cascadeless Schedules.

Concurrency Control: Implpmentatlon of Concurrency: Lock-based protocols, Timestamp-

based protocols, Vahdat:on—ba 5ed protocols, Deadlock handlmg,

Database Failure and Recm?ery: Database Failures, Recovery Schemes: Shadow Paging and

Log-based Recovery, Recover with Concurrent transactions.

Text/Reference Books:

1. H.f. Korth and Silberschatz: Database Systems Concepts, McGraw Hill

. Almasri and S.B: Navathe: Fundamentals of Database I’Systems.

. C.J. Date: Data Base,_[iesign, Addison Wcsléy

2
3. Ramakrishnan and Gle*;irke: Database Management System, McGraw Hill
4
5. Hansen and Hansen v DBM_ and Desigh, PHI
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5CSU02 OPERATING SYSTEM

1

' Maximum Marks(50+100)

OBJECTIVES:

1. To undersfand the:"-g'tf.\i;iéitur.e and fuﬁetidns of S _

2. To learn about Processes, Threads and Scheduling algorithms
3. To understand the principles of concurrency and Deadlocks
4. To learn various memory management schemes

5.

To study I/O management and File systems

Introduction and need of operating system, layered architeelureﬂogical structure of operating
system, Type of OS, operating system as resource manager and virtual machine, OS services,

BIOS, System Calls/Morii:or C-all}s, Firmware- BIOS, Boot Strap Loader.

Process management- Process model, creation, termination, states & transitions, hierarchy,
context switching, process implementation, process controt block, Basic System calls- Linux &
Windows.. Threads- processes versus threads, threading, concepts, models, kernel & user level

threads, thread usage, bencfits, multithreading models.

Y, :
Interprocess cominu_nichtien- Introductlidli to message passing, Race condition, critical section
problem, mutual exclusidn with busy waiting-, disabling 'interrupts, lock variables, strict
. " ..‘a Lo daridin e by g = | gy
alteration, Peterson’s so’ution, TSL instructions, busy’waiting, sleep and wakeup calls,

semaphore, monitors, clasical IPC problems.

Process schedulmg Basic concepts c!assﬂicatmn CPU and’ I/O bound, CPU scheduler- short,
medium, long-term, dls -atcher, schedulmg preempllve and non—preemptwe Static and
Dynamlc Priority, Co operatwe & Non- -cooperative, Cnterla/Goais/Performance Metrics,
scheduling algorithms- FCES, SJFS, shortest remaining tlme, Round robin, Priority scheduling,

multilevel queue schedullng, mululevel feedback queue schcdulmg, Falr share schedulmg

BRI e
S W S

G-
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Deadlock- System model; réscurce types, deadlock problem,}dcadiock characterization, methods

for deadlock handling, deadlock prevention, deadlock avoidance, deadlock detection, recovery
- from deadlock.

Memory managemént- COIl;Céjth, functions, logical and physical address space, address binding,
degree of multiprogramming, swapping, static & dyn'amic loading- creating a loﬁd module,
loading, static & dyna-rhhi"c linkiﬁg, shared libraries, memory allocation schemes- first fit, next fit,
best fit, worst fit, quxck fit. Free space management- bltmap, link list/free list, buddy’s system,

memory protecttcm and sharmg, relocation and address translation.

Virtusl M%Eory- concept, virtual address space, paging scheme, pure segmentation and
segmentatior with paQing scheme hardware support and implementation details, memory
fragmentation, demand paging. pre-paging, working set mode;L_page fault frequency, thrashing,
-page replaééinent algorithms- pptir‘nal, NRU, FIFO, second chance, LRU, LRU- approximation
clock, WS clock; Belady’s anomaly, distance. stfing; dcsign issues for paging system- local
versus global allocation policies, load control, page ﬁize, sleparate instruction and data spaces,
shared pages, cleaning policy, TLB ( translation look aside buffer) reach, inverted page table, I/O

interlock, program structure, p;.ge fault handling, Basic idea of MM in Linux & windows.

J|' Vet b [T =
File System- concepts, nammg, attrlbutes operatlons lypes, structure, ﬁle orgamzatlon &

access(Sequentlai Dlrect lndcx Sequentml) methods memory mapped ﬁles, dnectory structures
one level, two level, hlerarchlca]/tree, acychc graph general graph fi !e system thounting, file

sharlng, path name, dlrectory cperations, overview of file system in Linux & windows.

Input/Output subsystems co: 1cepts, funchons/goals mpul/output dev;ces- biock and charactcr

spooling, disk structure & qr ’ratlon disk anachment disk storage capacnty, dls.‘ 5uhedulmg
algorithm- FCFS, SSTF, scan,¢<cheduling, C- -scan schedule
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Text/Reference Books: ! ’

—_—

. A. Silberschatz and Peter B Galvin: Operating System Principals, Wiley India Pvt. Ltd.
. Achyut S Godbole: Operating Systems, Tata McGraw Hill

2

3. Tanenbaum: Moderr: Operating System, Prentice Hall. |

4, DM Dhamdhere: Oplerating Systems — A Conc;:pts Based Approach, Tata McGraw Hill
5

. Charles Crowly: Operating System A Design — Oriented Approach, Tata McGraw Hill.

AL W e
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scsuoza THEORY OF COMPUTATION

l

| : Max1mum Marks(50+100)

Ob]ectlves.

1. Understand vanouwl. computmg models Llll{e lete State Machme, Pushdown
Automata and ’l‘urmg maéhine : 3

2. Be qware of Decldablllty and undemrablllty of.vanous problems
3. Famlhar with ty[bes of grammars. -

‘Syllabus: o |
i ;o
Finite Automata & Regular Expressmn Basic Concepts of finite state system, Determlmsnc and
& - thon- detcrmthistlc finite autorrlatlon and des;gnmg reélllar expressions,. relatlonsmp between

regular expresmon & lete automata mihimization: of ﬁmte amomatlon mealy & Moore
Machines. ) ; b,
|

Regular Sets of Regular Graramars: Basic Defitiition of Formal Language and Grammars

Regular Sets and Regular Grammars, closure proportlon of regular sets, Pumping lemma for
regular sets, decision Algorit’ 1ms for regular sets.

Context Free Languagcs& Pushdown Automata Context Free Grammars — Derlva11011s and
hanguages - Relanonshlp between derlvatlon and derivation trees, ambiguity ,simplification of
CEG + Grc:bach Normal form Chomsky normal forms — Problems related to CNF and GNF
: Pushdown Automata: Deﬁm ions ,Moves Determmlshc pushdown automata ,Pushdown
e y automata and CFL pumpmg lemma for CEL Apphcatlons of pumpmg Lemma.

Turing Machines: Turing machines — Computable Languages and functions , Turmg Machine
constructions ,Storage in finite control checklﬁg of symbols stibroutines ,two way infinite tape.
Undec:dablllty Properties of recursive and Recursively enumerable languages, Universal T uring
Madhines as an undecidable sroblem , Universal Languages — Rice’s Theorems.
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Linear bougded Automata C tmtext Sensitive Lahguage Chumsky Hierarchy of Languages and
automata, Basic Definition & descriptions of Theoryl & Orgafnzatlon of Linear boundcd
Automata Bropertles of coﬂtd&t—sensmve lan 1guages. |

i

Text/Reference Books:, | > ;'

1. Hopcroﬁ MotWanl and Ullman, “IntrodUctlon to Automata Theory, Fomal Languages
' and'Computatmn,” Narosa. L5

2. Collen, “Introduction to Computer Theory”, AddlsonWesley
Papadlmltrlou “Intreduction to Theory of Computmg” Prentice Hall.

4. John C.Martin “lntroductlon to Languages and The Theory of Computatlon” third
edition, TMH. - P

E..»J
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SGSUqlfi Computer Arehrteeture and Orgamzatlon
| 3 r e L Maxrmum Marks(50+100)

n .
| i

Objective: The objective of ths course 15 to become ufamlllar in'how compuiter syste'ns work and -
its basic prmciples, how tp analyZe the systeh performaﬂce, concepts behind advanced
pipelining techniques, the current state of art in memory system design, how 1/0 devices are
being accesred and its prmcrﬁles to prodrde the kndwledge on instruction Level Parallelism.

Syllabus:

} .

Introduction to Computer Archltecture and Orgamzatlon Von Neuman Archltecture Flynn
Classrﬁeatlon

Register Transfer and - Mlcro operatlons Reglster transfer language, Arlthmetlr Micro-

operations, Logic Micto- operatlons, Shift- Mlcro-operatlons, Bus and memory. transfers.

Computer Orgamzatron and Demgn‘ Instructlon cycle computer reglstels, common bus system,

computer instructions, addre 5sing modes design of a basic.computer.

' +

Central Processmg Unit: Ge -neral register organization, stack orgamzatron, Instrucnon formats,'

Data transfer and mampulatmn program control. RISC, CISC characteristics.

Pipeline and Vector proc*ssmg Pipeline structure, speedup, efﬁcrency, throughput and

bottlenecks. Arithmetic plpe.me and Instruction prpelme : :

Computer Arlthmetlc Adder Ripple carry Adder carry look Ahead Adder, Multiplication: Add

and Shift, Array multrpher and ‘Booth Multlplrer Division: restoring and Non- restohng

Techniques. Floating Por it Arithmetic: Floating pomE representatlon, Add Subtract,
> Multrplrcatron Division.

Memory Organlzation RAM, ROM Memory Hlerarchy, Orgamzat!on, Assocratwe memory, '
Cache memory, and Virtual memory Paging and Segmentation.

| Input—OUlput Orgamzatlon Ihput Output Interface, Modes of Transfer, Priority Interrupt, DMA
i IbP Processor.

' TEXT/REFERENCEBOOKS = -~ . . b

3 Computer Organization and Architecture - Wllilam Stallmgs (Pearson Education Asia)
o 5 (Iomputer Organization a*d Architecture -John P. Hayes (McGraw - -Hill)
3. Computer Organization -*". Carl, Hamacher (McGraw-Hlll)
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4 g sl 153
~ 50SU05 Embedded System

s | Maximum Marks(50+100)
}. ] . B 5 A .

'Objective:’ The objectwe oﬁ this courde is to prowde a theoretical & practlcal 1ntroductlon to

embedded computln g, Proce dsors Platforms and d‘rclr Synthems

4

Embedded Computmg Reqmrements Character15t1cs and apphcatlons of embedded systems;

Components of Emmbedded ¢ ‘ystems; challenges in Embedded System Design and de51gn process
Formalism for system design.

Embedded d’rocessors RISC vs. CISC atchltectdres ARM: processor - processor archlteclure
and memory organization, mstructlon sét data opérat:ons ahd flow control; SHARC processor =
memory- orgamzatnon, data: operatlons iand flow loonti'ol parallellsm within mstructlons, Input

and output devices, supen'rSor mode, exceptlod and trapd‘ Memory system, plpehmng and
superscalar execution.

Embedded Computing Platiorm: CPU Bus — Bus protocols, DMA, system bus configurations,

ARM bus; Timers and coumers, A/D and D/A convarters, Keyboards, LEDS, dlsplays and touch
screens; Design examples. _

Embedded Software Analysis and Design: Soﬂware desrgn pattern for Embedded Systems,
Model programs — data fiow graphs and control/data flow graphs; - Assembly and’ lmkmg,

Compilation tcchmques, Analysis and optimization of e ecutton time, energy, power ~and
program size. -

Embedded System Accelerators Processor accelerators, accelerated system design : -

Recommended Book _ _

1. Computer as Componeni‘s by Wayne Wolf published by Elsevier Inc

| il i

2, ARM System Developer’s Guide by Andrew S. Loss published by Elsevier Inc

3. fEmbedded System Design by Steve Heath published by Elsevier Inc

hlllbedded System demgﬂ A unified hardware!soﬂware Introduction by Frank Vahid & Tony

‘leagl publlshed by John V rley & Sons Inc. -

Rl B e i
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5CSU06.1 Information| theory and Coding
Fe g o L . ,

i | b - Maximum Marks(50+100)
. e Blejes .:I;' I‘ I! Fo ; e
Objective : The objective of this course is to';pqovide_knp_wledge'abdut,the properties
of codes and their fitnes3 for a specific ap,rpl%ica_tibn that might be useful for the
purpose of designing eff cient and reliable data transmission methods.

Syllabus:

Introduction to information theory. Uncertainty,} Information and Entropy,
| Information measures for co,ntinuo_us_rrangllom wvariables, source coding theorem.
s Discrete Memory less channels, M]_i_'tualainfq;pia‘tiori-,-Qqnditi(')nal' entropy. :

~ Source coding schemes for data cbmpa(:tioﬁf Prefix code, Huffman code, Shanon-
Fane code & Hempel-Ziv coding channel capacity. Channel coding theorem.
Shannon limit. '

Linear Block Code: Ttitroduction to error connectingicodes, coding & decoding of
linear block code, minimum distance consideration, conversion of non systematic
form of matrices into systematic form. '

Cyclic Code: Code 'Algebra, Basic properties of Galois fields (GF) polynomial

operations over Galois jelds, generating.cyclic code by generating polynomial,

parity check polynomial.-Encoder & decoder for cyclic codes. -+,

¢ Convolutional Code:. Ccivolutional encoders of different rates. Code Tree, Trllis
and state diagram. Maximum likelihood decoding of convolutional ccde: The
viterbi Algorithm fee distance of a convolutional code. '

'I*?e)i,t/Rcferénces Book e [y 2
1. Digital Communication, Simon Haykin “foe

S ol
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| i SCFSU06 2 Human domputer Interface
| L
\1 ot LW g '| Jd - Maximum Marks(50+100)-

Objectwe The ob_]eetwe of this COurSe is to ng an mtroduétlon to the key ‘areas; approaches and
developments ih the field. Tl"e mam objectwe is to get student to think constructively and analytically
about how to design and eva’ rate interactive technologles. Baslcally, ‘the course will in roduce them to
key areas, tl1eoret|cal frame\m ks, approaéhes and maJor developments in HCL.

I
| _

L g -
The Human input-output Jhannels, Human memoly, thmkmg, emotions, individual differences,
psychology and the design of meracuve systems The Computer: Text entry devices with focus on
the design of key boards, posmonmg, pomtmg and drawing, disﬁlay devices. The Interaction: Models

of interaction, ergonomics, ln\teracuon ‘styles, elements of WIMP interfaces, interactivity, experience,
engagement and fun. Paradi gms for lnteractlon

| Syllabusc

Design! Pmt:ess The process © f demgn, pser focus scenanos, havi gat:on de51gn screen design and layout,
iteration & prototypmg Usab: 11ty Engineering Desngn rules Prmolples to’ support usability, standards,
guidelines, rules’ and heuf1stlcs, HCI patterns

Evaluation Techniques: Defmltlon and goals of evaluation, evaluanon through expert analysis and user
participation, choosing an evaluation method. User support, reqm.rement approaches adaptive help
systems, designing user support systems.

Cognitive methods: Goals anc task hierarchies, linguistic models, challenges of dlsplay based systems
physical and device models, ¢ agnitive architectures.

Communications and collatorations models: Face to Face cominunication, conversations, Tex'l
‘based communication, group ‘vorking. Task Analysis: Differences between task analyms and other |
techniques, {ask decompositic 1, knowledge based analysis, - ER based analysis, -sources of

'mforlnatlon and data collecticn, use of task analysm

frad S

‘Text/References:

1. Human Computer Interaction; Alan Dix et.al, 3rd ed., Pearson
. [ . t A\
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Scheme Code (SC) 2015CSE | 2016CSE 2017CSE 2017CSE

Scheme Code - 2016CSE
| §
5CSU06.3 Software Testing and Project Management

Maximum Marks{50+100)

Objective:

To introduce software projegt"'inanagement and to describe its distinctive characteristics
13

» To discuss project plarning and the planning process }

To show how graphical schedule representations are used by project management

« Testing is a process of executing a program with the intent of finding an error.

e A good test case is one that has a high probability of finding an as yet undiscovered error.
. A successful test is ons that uncovers an as yet undiscovered error.

Syllabus:

Methods of verification, validation, level of validation, princ\.plc of testing, static testing,
structural testing, Regression Testing ,Integration Testing, Scenario testing, Defect bash.
Internationalization testing, iocalization testing, ad-hoc testing-overview, buddy testing, pair

testing, iterative testing agilz and extreme testing, Usability and Accessibility Testing. Test
Planning, Test Management, Test reporting, Test Project matrices

The management spectrum, 4Ps, WSHHprinciple, critical practices, Metrics in the process and
project Domains, software neasurements, metrics for software quality

Software project objective.  Software scope, resources, software - project estimation,
Decomposition techniques, ¢mpirical estimation models, estimation for Agile development
and web engineering projects, the make/buy decision.

Project Scheduling, Relationship between people and effort, defining a task set and task
network, scheduling, earned value analysis )

Project Execution and Closurz: The Review Process, Planning, Group Review Meeting, Rework

e and Follow-up, Guidelines for Reviews in Projects, Data Collection, Analysis and Control
Guidelines, NAH Syndrome.

}
Project Monitoring and Cor_l_trol: Project Tracking, Activities Tracking, Defect Tracking, Issues’
Tracking, Status Reports, Milestone Analysis, Actual Versus Estimated Analysis of Effort and
Schedule, Monitoring Quality, Risk-Related Monitoring. :

19 .
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Text Books/References: i

%!

|. Software Engineering By Roger S. Pressman, TMH

2. Software Enginecrin'g Fundamental By Ali Behforooz, Frederick J Hudson, Oxford
University Press '

3. Software Engineering'By lan Sommerville

4. Software Engineerin g;ttoncepts By Richard E. Fairley (Mcgraw-Hill )

i
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Scheme Code (SC) 2015CSE | 2016CSE 2017CSE 2017CSE

Scheme Code - 2016CSE

5CSU07 Database Management Lab
Maximum Marks(50+25)

Objectives: At the end of the semester, the students should have clearly understood and
implemented the following:

I. Stating a database design & appl:catlon problem.
2. Preparing ER diagram

3. Finding the data fields to be used in th.e database.
4. Selecting fields for keys.

5. Normalizing the database including analysis of functional dependencies.

6. Installing and configuring the database server and the front end tools.

7. Designing databaée and writing applications for manipulation of data for a standalone and
shared data base including concepts like concurrency cohtroi, transaction roll back, logging,
report generation etc.

8. Get acquainted with SQL. In order to achieve the above objectives; it is expected that each
students will chose one proBIem. The implementation shall being with tlie statement of the
objectives to be achieved, preparing ER diagram, 'designing of database, normalization and
finally manipulation of the database inclﬁding generation of i‘eports, views etc. The problem may'
first be implemented for a star:dalone system to be used by a single user. All the above steps may
then be followed for development of a database .application &0 be used by multiple users in a
client server environment with access control. The‘application shall NOT use web techniques.

1
One exercise may be assignec on creation of table, manipulation of data and report generation

- using SQL.

Suggested Tool:

For standalone environment, Visual FoxPro or any similar database having both the database and

- manipulation language may be used. For multi-user appllcatlon MYSql is suggested. Howeve:

any other database may also be used.

For front end, VB.Net, Java, VB Script or any other conVement but cunently used by industry
mdy be chosen. Indicative List of exercise:

1. Student information system for your college.
a2 N;-LQ\ 1
P e @%"”
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Admission Year (AY) 2015-16 2016-17 2017-18 2018-19
Scheme Code (SC) 2015CSE 2016CSE 2017CSE, 2017CSE
Scheme Code - 2016CSE t
2. Student grievance regi?tration and redressal system.
3. A video library management system for a shop.
4. Inventory management system for a hardware/ sanitary item shop.
5. Inventory managemen£ system for your college. '
6.

. B . -
Guarantee management system for the equipments in your college.



iI:'r)::;dmissi(m Year (AY) 2015-16 2016-17 2017-18 2018-19

Scheme Code (SC) 2015CSE | 2016CSE 2017CSE 2017CSE

Scheme Code - 2016CSE

.

SCSU08 Java Progralmnii:ig Lab
Maximum Marks(50+25)

Objectives: At the end of the semester, the students should have clearly understood and
lmplemented the following:

1. Develop an l_rt‘l depth understanding of programming in Ja:fa_: data types, variables, operators,
operator prece':dence, Decision and cqnti‘ol statements, arrays, switch statement, Iteration
Statements, Jur'ﬁp Statements, Using break, Using continue, return,
2. Write Ob_]ect Oriented programs in Java: Objects, Classes constructors, retu:mng and passing
objects as parameter, Inheritance, Access Control, Using super, final with irheritance
Overloading and overriding methods, Abstract classes, Extended classes
8 3. Develop understanding to developing packages & Interﬁ‘lces in Java Package, concept of
CLASSPATH, access modifiers, importing package, Defi ining and implementing interfaces.
4. Develop understanding to developing Strings and exception handling: String constructors,
special string operations, character extraction, sea.rching and comparing strings, string Buffer
class. Exception handling fundamentals, Exception types, uncaught exceptions, try, catch and
multiple catch statements. Usage of throw, throws and finally.
3. Develop applications involving file handling: 1/O streams, Plle 1/0..
6. Develop appllcatlons involving ' concurrency: Processes and Threads, Thread Ob_]ccls
Defining and Starting a Thread, Pausmg Execution wnh Sleep, Inlerrupts Joins, and -
Synchronization.
7. Develop applications involving Applet: Applet Fundamentals, using pain‘t method and
@ . drawing polygons. | _ ,
| It is expected that each labora: ory assignments to given to the ,students w1th an aim to in order to
achizve the above ob_]ectlvcs

Indicative L:st of exercises:

1. Programs to demonstrate basic concepts e.g. operators, classes, constructors, control &

iteration statenients, recursion etc. such as complex arithmetic, matrix uthmetlc tower
of Hanoi problem etg. ,

6




T ,Aramission Year (AY) 2015-16 2016-17 2017-18 2018-19
,[rScheme Code (SC) 2015CSE 2016CSE 2017CSE 2017CSE
/ Scheme Code - 2016CSE

- 2. Development of programs/projects to demonstrate concepts like inheritance, exception
handling, packages, interfaces etc. such as application for electricity department, library
management, ticket reservation system, payroll system etc.

3. Development of a prbjr:ct to demonstrate various file flandling concepts.

4. Development of a project to demonstrate various applet concepts.

/‘—’L// -
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5CSU09 Embedded System Lab
Maximum Marks (50+25)

Objectives:

Upon successful completion of the course, students will be able to design simple embedded
systems and develop related software. Students also learn to work in a team environment and
communicate the results as written reports and oral presentations.

Suggested Microcontroller Platform: Texas Instruments MSP430, ARM 9, 68HC12, 8051.

It is assumed that there are 14 weeks in the semester and about 5 to 6 experimentsawvill be carried
out. More experiments are provided to bring in variation.

Experiment #0

Get familiar with the microcontroller kit and the development software. Try the sample programs
that are supplied to get familiar with the Microcontroller. ]

Experiment #1

a) Blink an LED which is connected to your microcontroller using the built-in timer in the
microcontroller. Assume that the LED should be on for x milliseconds and off for y
milliseconds; assume that these values are stored in memory locations X and Y. We should be
able to change the value of x and y and rerun the program.

b) Consider an alternate way to program this application. Here, the microcontroller turns the
LED on and waits in a busy lnop to implement a delay of x milliseconds. Then it turns the LED

off and waits in a busy loop t implement a delay of y millis&:conds. How do you compare these
two solutions? s |

Experiment'#2

Assume that in Experiment #1, the values of x and y have been chosen to be 200 and 500
respectively. When the LED blinking program runs, pressing a key on the keyboard should
generate an interrupt to the microcontroller. If the key that has been pressed is a numeric key,
the value of x and y must be interchanged by the interrupt service routine. If the key that has
been pressed is not a numeric key, then the LED must be turned off for 2 seconds before
resuming the blinking.
- b

Experiment #3 " "

If your microcontroller kit has an LCD interface, write a program to display a character string on
the LCD. Assume that the string is stored at a location STRING and consists of alphanumeric

characters. The string is nullterminated. Modify your program to scroll the displayed string from
left to right. ' '

Experiment #4 - - i 67
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Modern microcontrollers usually have an in-built Dlgltaf to-Analog and Analogto- Digital
converter. Use the built-in DAC to generate voltage waveforms such as (a) pulse train (b)
triangular waveform (c) sinusoidal waveform. Observe these waveforms on an oscﬂlos»ope

Experiment #5
I Your microcontroller may ‘have a built-in' temperature sensor. If not, interface an external
. temperature sensor to the microcontroller. Write a program to take several measurements of

temperature at regular intervals and display the average temperature on the LCD display. Test if
the readings change when the ambient temperature changes.

Expenment #6

Your microcontroller may h tve a built-in ADC. Build a voltmeter that can measure stable
voltages in a certain range. The measured value must be dlsplayed on the LCD display. Measure

the same voltage using a multimeter and record the error in measurement. Tabulalr' tne error for
several values of the voltage.

Experiment #7

Build a simple security device based on the microcontroller kit. Interface an external motion
sensor to the microcontroller. An alarm must be generated ‘if motion is sensed in a specified
region. There must be a provision to record the time at which the intrusion was detected.
Similarly, there must be a provision to turn the alarm off by pressing a key.

Experiment #8

A voltage waveform v(t) is available as an input to the microcontroller. We must contmuously
check the waveform and refg?rd the maximum value of the waveform and display the maximum
value on the LCD display. Test the program by using a DC supply to generate v(t) and varying

the DC value. | ‘ .
: i
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(2
5CSU10 CASE Lab
Maximum Marks(50+25)

Objectives:

L

The students shall be able to use following modules of UML for system description,
implementation and finally for product development

- Capture a business process 1 lodei

- The User Interaction or Use Case Model - describes the boundary and interaction between the
system and users. Corresponds in some respects to a requirements model.

- The Interaction or Communication Model - describes how objects in the system will interact
~ with each other to get work dme

- The State or Dynamic Model - State charts describe the states or conditions that classes assume
over time. Activity graphs describe the workflows the system will implement.

- The Logical or Class Model - describes the classes and objects that will make up the system.
. [ |

- The Physical Component Model - describes the software (and sometimes hardware

components) that make up the system.

- The Physical.Deployment Model - describes the physical architecture and the deployment of
components on that hardware architecture.

The students are expected to 1ise the UML models, prepare necessary documents using UML
and implement a system. Som:: hardware products like dlgltal clock, digital camera, washing

machine controller, air conditinner controller, an elctronic fan tegulator, an elementary mobile
. phone etc. may also be chosen.

The students shall be assi gner' one problem on software based systems and another mvolvmg

software as well as hardwan? : ///,/
| W i é/
f\M | / P

}




Admission Year (AY)

2015-16

2016-17

2017-18

2018-19

. %‘h‘

Scheme Code (SC)

2015CSE

. 2016CSE

2017CSE

2017CSE

/ Scheme Code - 2016CSE

6CSU01 Computer Graphiﬁcs

MAX_MARKS(50+100)
Objectives:

This course provides an introduction to the principles of computer graphics. In particular, the
course will consider methods for modeling 3-dimensional objects and efficiently generating
photorealistic renderings on color raster graphics devices. The emphasis of the course will be
placed on understanding how the various elements that underlie computer graphics (algebra,

geometry, algorithms and data structures, optics, and photomctry) interact in the design of
graphics software systems :

Syllabus:

Introduction to Raster scan displays, Storage tube displays, refreshing, flicking, interlacing, color
monitors, display processors, resolution, Introduction to Interactive. Computer Graphics: Picture
analysis, Overview of programmer’s model of interactive graphics, Fundamental problems in
geometry. Scan Conversion: point, line, circle, ellipse polygon, Aliasing, and introduction to
Anti Aliasing (No anti aliasing algorithm). -

b
2D & 3D Co-ordinate system: Homogeneous Co-ordinates, Translation, Rotation, Scaling,
Reflection, Inverse transformation, Composite transformation. Polygon Representation, Flood
Filling, Boundary filling. Point Clipping, Cohen-Sutherland Line Clipping Algorithm, Polygon
Clipping algorithms.

Hidden Lines & Surfaces: Image and Object space Depth Buffer Methods, Hidden Facets
removal, Scan line algorithm, Area based algorithms. Curves and Splines: Parametric and Non
parametric Representations, Bezier curve, BSpline Curves.

- . '
Rendering: Basic illumination model, diffuse reflection, specular reflection, phong shading,
Gourand shading, ray tracing, color models like RGB, YIQ, CMY, HSV

.

TEXT BOOKS:

- 1. J. Foley, A. Van Dam, S. Feiner, J. Hughes: Computer Graphics- Principles and Practice,

Pearson

2. Hearn and Baker: Computer Graphics, PHI

2 o \
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6CSU02 Information security system

MAX_MARKS(50+100)
Objectives: }.

1. To provide an understanding of principal concepts, major issues, technologies and basic
" approaches in information security. '
2. Develop an understanding of information assurance as practiced in computer operating
systems, distributed systems, networks and representative applications.

3. Gain familiarity with prevalent network and distributed system attacks, defenses against
~ them and forensics to investigate the aftermath

4. IDevclop a basic understanding of cryptography, how it has evolved and some key
encryption techniques used today.

5. Develop an understanding of security policies (such as authentication, mtegrlly and

- confidentiality), as well as protocols to implement such policies in the form of message
exchanges.

Syllabus:

Introduction to security attacks, services and mechanism, classical encryption techniques-
substitution ciphers and transposition ciphers, cryptanalysis, stream and block ciphers. Modern
Block Ciphers: Block ciphers principals, Shannon’s theory of confusion and diffusion, fiestal
structure, data encryption standard(DES), differential and linear cryptanalysis of DES, block
cipher modes of operations, triple DES.

AES, RC6, random number generation. S-box theory: Boolean Function, S-box design criteria,
Bent functions, Propagation and nonlinearity, construction of balanced functions, S-box design.

Public Key Cryptosystems: Principles of Public Key Cryptosystems, RSA Algorithm, security
analysis of RSA, Exponentiation in Modular Arithmetic. Key Management in Public Key
Cryptosystems: Distribution of Public Keys, Distribution of Secret keys using Public Key
Cryptosystems. X.509 Discrete Logarithms, Diffie-Hellman Ke‘y Exchange.

Message Authentication and Hash Function: Authentication requirements, authentication
functions, message authentication code, hash functions, birthday attacks, security of hash
functions and MAC, MD5 message digest algorithm, Secure hash algor:thm(SH!A) ngltai
Signatures: Digital Signatures, authentication protocols, digital signature standards (fDSS) proof

of digital signature algorithm. Remote user Authentication using symmetric and Asymmetric
Authentication

Pretty Good Privacy. IP Security: Overview, IP Security Architecture, Authentication Header,
Encapsulation Security Payload in Transport and Tunncl\ mode with multiple security
associations (Key Management not Included). Strong Password Protocols: Lamport’s Hash,
Encrypted Key Exchange. :




/EN

, Admlsswn Year (AY) 2015-16 2016-17
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Scheme Code - 2016CSE '
TEXT BOOKS
1. Stalling Williams: Cryptography and Network Secunty Principles and Practices, 4th Edition,
pf‘ Pearson Education, 2006.

2. Kaufman Charlie et.al; Network Security: Private Communication in a Public World, 2nd

Eﬂr mearson ; - o (I ™ H q,
, Crgbtd al/’zﬁbh A Nofwsk
gErERENCE BOOKS l;’ ? 1

1. Pieprzyk Josef and et.al; Fundamentals of Computer Sccurlt‘y Springer-Verlag, 2008.
2. Trappe & Washington, Introduction to Cryptography, 2nd Ed. Pearson.
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6CSU03 COMPILER CONSTRUCTION

MAX_MARKS(50+100)

Objectives:

The aim of this module is to show how to apply the theory of language translation introduced in
the prerequisite courses (o build compilers and interpreters. It covers the building of translators
both from scratch and using compiler generalors. In the process, the module also identifies and
explores the main issues of the design of translators. The construction of a compiler/interpreter

for a small language is a necessary component of this module, so students can obtain the
necessary skills

Syllabus:

Compiler, Translator, Interpreter definition, Phase of comi)il'er introduction to one pass &
Multipass compilers, Bootstrapping, Review of Finite automata lexical analyzer, Input,
buffering, Recognition of tokens, Idea about LEX: A lexical analyzer generator, Error handling.

Review of CFG Ambiguity of grammars, Introduction to parsing. Bottom up parsing Top down
parsing techniques, Shift reduce parsing, Operator precedence parsing, Recursive descent parsing
predictive parsers. LL grammars & passers error handling of LL parser. LR parsers, Construction
of SLR, Conical LR & LALR parsing tables, parsing with ambiguous grammar. Introduction of
automatic parser generator: YACC error handling in LR pars%i's.

Syntax directed definitions; Const_ruction of syntax trees, L-attributed definitions, Top down
translation. Specification of a type checker, Intermediate code forms using postfix notation and

{hree address code, Representing TAC using triples and quadruples, Translation of assignment
statement. Boolean e xpression and control structures.

Storage organization, Storage allocation, Strategies, Activation records, Accessing local and non
local names in a block structured language, Parameters passing, Symbol table organization, Data
structures used in symbol tables. :
-

Definition of basic block control flow graphs, DAG 1'cprcseﬁtation of basic block,| Advantages of
DAG, Sources of optimization, Loop optimization, Idea about global data flow analysis, Loop
invariant computation, Peephole optimization, Issues in design of code generator, A simple code
generator, Code generation from DAG. '

TEXT BOOKS

1. Aho, Ullman and Sethi: Compilers, Addison Wesley. ~

2. Holub, Compiler Design in C, PHI w/
_ | } 7
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6CSU04 DATA MINING AND WAREHOUSE

MAX_MARKS(50+100)

Objectives:

1. To introduce the basic concepts of Data Warehouse and Data Mining techniques.
7 Examine the types of the data to be mined and apply preproc%ssing methods on raw data.

3. Discover interesting patterns, analyze supervised and unsupervised models and estimate the
accuracy of the algorithms.

Syllabus:

Overview, Motivation(for Data Mining),Data Mining-Definition & Functionalities, Data
Processing, Form of Data Preprocessing, Data Cleaning: Missing Values, Noisy Data, (Binning,
Clustering, Regression, Computer and Human inspection), Intonsistent Data, Data Integration
and Transformation. Data Reduction:-Data Cube Aggregation, Dimensionality reduction, Data

Compression, Numerosity Reduction, Clustering, Discretization and Concept hierarchy
generation. ‘ '

Concept Description: Definition, Data Generalization, Analytical Characterization, Analysis of
attribute relevance, Mining Class comparisons, Statistical measures in large Databases.
Measuring Central Tendency, Measuring Dispersion of Data, Graph Displays of Basic Statistical
class Description, Mining Association Rules in Large Databases, Association rule mining,
mining Single-Dimensional Boolean Association rules from Transactional Databases— Apriori
Algorithm, Mining Multilevel Association rules from Transaction Databases and Mining Multi-
Dimensional Association rules from Relational Databases.

What is Classification & Prediction, Issues regarding Classification and prediction, Decision
tree, Bayesian Classification, Classification by Back propagation, Multilayer feed-forward
Neural Network, Back propagation Algorithm, Classification methods K-nearest neighbour
classifiers, Genetic Algorithm. Cluster Analysis: Data types in cluster analysis,  Categories of
clustering methods, Partitioning methods. Hierarchical Clustering- CURE and Chameleon.
- Density Based Methods-DBSCAN, OPTICS. Grid Based Methods- STING, CLIQUE. Model
Based Method —Statistical Approach, Neural Network approach, Outlier Analysis. |

Data Warehousing: Overview, Definition, Delivery Process, Difference bet\iieen Database
System and Data Warehouse, Multi Dimensional Data Model, Data Cubes, Stars, Snow Flakes,
Fact Constellations, Concept hierarchy, Process Architecture, 3 Tier Architecture, Data Mining.

Aggregation, Historical information, Query Facility, OLAP function and Tools. OLAP Servers,
ROLAP, MOLAP, HOLAP, Data Mining interface, Security, Backup and Regovery, Tuning
Data Warehouse, Testing Data Warehouse. '
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“TEXT BOOKS . .
rlrEIiita Warehousing in the Real World — Anahory a.ancl Murray, _Pear§on Education.
2. Data Mining — Concepts and Techniques — Jiawal Han and Micheline Kamber.

3. Building the Data Warehouse — WH Inmon, Wiley.
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6CSU05 MOBILE COMPUTING L

MAX_MARKS(50+100)

Objective : This course will give you an understanding of mobi}lc computer systems particularly
in the context of wireless network systems such as 2G/3G/4G mobile telephony, data networks,
and other wireless networks and infrastructure. The course emphasises how to interface hardware
to mobile computing devices, and programming those devices..

Syllabus:

Mobile computing: Definitions, adaptability issues (transparency, Environmental Constraints,
application aware adaptation), mechanisms for adaptation and incorporating adaptations.
Mobility management: mobility management, location management principle and techniques,
PCS location management Scheme. "

Data dissemination and management: challenges, Data dissemination, bandwidth allocation for
publishing, broadcast disk scheduling, mobile cache maintenance schemes, Mobile Web
Caching. Introduction to mobile middleware.

Middleware for application development: adaptation, Mobile agents. Service Discovery
Middleware: Service Discovery & standardization Methods (universally Unique Identifiers,
Textual Description & using interfaces), unicast Disovery, Multicast Discovery &
advertisement, service catalogs, Garbage Collection, Eventing.

Mobile IP, Mobile TCP, Database systems in mobile environments, World Wide Web and
mobility

Ad Hoc networks, localization, MAC issues, Routing protocols, global state routing (GSR),
Destination sequenced distance vector routing (DSDV), Dynamic source routing (DSR), Ad Hoc

on demand distance vector routing (AODV), Temporary grdered routing algorithm (TORA),
QoS in Ad Hoc Networks, applications. ?

TEXT BOOKS:

|. Frank Adelstein, Sandeep Gupta, Golden Richard 111, Loren Schwiebert, Fundamentals of
Mobile and Pervasive Computing, TMH. i

2. Principles of mobile computing Hansmann & Merk., Springer ‘

3. Mobile communications Jochen Schiller , Pearson '
REFERENCE BOOKS: , |

1.802.11 wireless networks Matthew S.Gast, O'REILLY. |
7. Wireless LANs: Davis & McGuffin, McGraw Hill

3. Mobile Communications Handbook by Jerry D. Gybson ~ M
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6CSU06.1 ARTIFICIAL INTELLIIGENCE _

MAX_MARKS(50+100)

Objective: The objective of the course is to present an overview of artificial intelligence (AI)
principles and approaches. Develop a basic understanding of the building blocks ofAl as
presented in terms of intelligent agents: Search, Knowledge representation, inference, logic, and
learning. '

Syllabus:

Meaning and definition of artificial intelligence,~ Various types of production systems,
Characteristics of production systems, Study and comparison of breadth first search and depth
first search. Techniques, other Search, Techniques like hill Climbing, Best first Search. A*
algorithm, AO* algorithms etc, and various types of control s}rategies.

Knowledge Representation,’ Problems in representing knowledge, knowledge representation
using propositional and predicate logic, comparison of propositional and predicate logic,
Resolution, refutation, deduction, theorem proving, inferencing, monotonic and nonmonotonic
reasoning. ‘

Probabilistic reasoning, Baye's theorem, semantic networks scripts schemas, frames, conceptual
dependency and fuzzy logic, forward and backward reasoning.

Game playing techniques like minimax procedure, alpha-beta cut-offs etc, planning, Study of the
block world problem in robotics, Introduction to understanding and natural languages
processing. -

Introduction to learning, Various techniques used in learning, introduction to neural networks,
applications of neural networks, common sense, reasoning, some example of expert systems.

TEXT BOOKS: o

" 1. Arificial Intelligence: Elaine Rich, Kevin Knight, Mc-Graw Hill
2. Introduction to Al & Expert System: Dan W. Patterson, PHI.
3. Artificial Intelligence by Luger (Pearson Education)

4, Russel & Norvig, Arﬁﬁcial Intelligence: A Modern Approach, Prentice-Hall
i. ' # > c/
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6CSU06.2 BIOINFORMATICES

Objectives:
The objective is to give students an 1nlroduct10n to the basic practical techniques of
bioinformatics. Emphasis will be given to the application of bioinformatics and biological

databases to problem solving in real research problems. i

Syllabus:

Major Bioinformatics Resources: NCB]I, EBI, ExPaSy.

and homology. Global and local
BLAST and PSI-Blast,

Scoring matrix (PAM %}md BLOSUM).

Pairwise sequence alignments: Sequence similarity, identity,
alignment, Dot plots for seqﬁencc comparison, Dynamic programming,
Application of Blast tool, Concept of
Multiple sequence alignments: Progressive Alignment Algofithm (Clustal W), Application of
multiple sequence alignment.

Phylogenetic analysis: Definition and description of phylogenetic trees, a primer on
computational phylogenetic analysis. .
Computational gene prediction methods, analysis of codon usage bias, computational prediction
and analysis of regulatory sites. - |

Schematic representations and structure visualization of proteins structure, Protein DataBank.
REFRENCES:

Claverie, J.M. and Notredame C. 2003 Bioinformatics for Dummies. Wiley Editor.
Létovsky, S.I. 1999 Bioinformatics. Kluwer Academic Publishers. '

Baldi, P. and Brunak, S. 2001 Bioinformatics: Thé machine learning approach, The MIT
Press. ’

Setubal, J. and Meidanis,
Publishing Co., Boston.
Lesk, A.M. 2005, 2nd edition,

J. 1996 Introduction to Computational Molecular| Biology. PWS.
Introduction to Bioinformatics. Oxford ULwersity Press.
6. Fogel, G.B. and Corne, D.W., Evolutionary Computation in Bioinformatics.

Mount, D.W., Bioinformatics: 2001, Sequence and Genome Analysis. CSHL Press
Durbin R., Eddy S., Krogh A. and Mithchison G. 2007 Biological Sequence Analysis,
Cambridge University Press. L -
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6CSU06.3 FUZZY LOGIC AND APPLICATIONS
MAX_MARKS(50+100)
Objectives:
5
The objective of this course is to teach the students the need of fuzzy sets, arithmetic operations

on fuzzy sets, fuzzy relations, possibility theory, fuzzy logic, and its applications

Pre-requisites: Basic knowledge of algebra and analysis at the lev el of undergraduate studies

Syllabus: _

Classical sets vs Fuzzy Sets . Need for fuzzy sets , Definition apd Mathematical representations ,
Level Sets , Fuzzy functions', 7adeh’s Extension Principle _

Operations on [t},l] _ TFuzzy negation, triangular norms, t-conorms, fuzzy implications,
Aggregation Operations, Fuzzy Functional Equations

Fuzzy Binary and n-ary relations — composition of fuzzy relations — Fuzzy Equivalence
Relations - Fuzzy Compatibility Relations — Fuzzy Relational Equations | '
Tuzzy Measures — Evidence Theory — Necessity and Belief lyleasures — Probability Measutes VS

Possibility Measures '

Fuzzy Decision Making - Fuzzy Relational Inference — Compositional Rule of Inference -

Efficiency of Inference - Hierarchical

Fuzzy _1f—Then'Rule Base — Inference Engine — Takagi-Sugeno Fuzzy Systems - Function

Approximation
References: i
- 1. Geerge j Klir and Bo Yuan, Fuzzy Sets and Fuzzy Logic @ Theory and Applications,
Prentice Hall NJ,1995. '

L |
2. H.J. Zimmermani, Fuzzy Set Theory and its Applications, Allied Publishers, New Delhi,
|

1991. |-

3. Kevin M Passino and Stephen yurkovich, Fuzzy Control, Addison We.:sley Longman,
1998. ; _ _

4. Michal Baczynski and Balasubramaniam Jayaram, Fuzzy Implicationé, Jpringer Verlag,
Heidelberg, 2008 | ¥
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6CSU07 Computer graphics & multimedia lab

MAX_MARKS(50+25)

List of Experiment b

| Implementation of Line, Circle and ellipse attributes. '

2 Two Dimensional transformations - Translation, Rotation, Scaling, Reflection, Shear.
3 Composite 2D Transformations.

4 Cohen Sutherland 2D line clipping and Windowing.

5 Sutherland — Hodgeman Polygon clipping Algorithm.
' 6 Three dimensional transformations - Translation, Rotation, Scaling.

7 Composite 3D transformations. '
8 Drawing three dimensional objects and Scenes.
9 Generating Fractal images.

10 To plot a point (pixel) on the screen.

11 To draw a straight line using DDA Algorithm.
12 Implementation of mid-point circle generating Algorithm.

13 Implementation of ellipse generating Algorithm.

14 To translate an object with translation parameters in X and Y directions.

15 To scale an object with scaling factors along X and Y directions.

16 To rotate an object with a certain angle about origin.

17 Perform the rotation of an object with certain angle about an arbitrary point.

-
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2017CSE

6CSU08 Web Programming lab

}
- MAX_MARKS(50+25)

List of Experiment
| . Creation of HTML Files.
2. Working with Client Side Scripting : VBSeript, JavaScript.
3. Configuration of web servers: Apache Web Server, Internet Information Server (1IS).
4. Working with ActiveX Controls in web documents. {
5. Experiments in Java Server Pages: Implementing MVC Architecture using Servlets, Data
Access. Programming (using ADOQ), Session and Application objects, File System Management
6. Working with other Server Side Scripting: Active Server Pages, Java Servlets, PHP
7. Experiments in Ajax Programming ' ‘
8. Developing Web Services
9. Developing any E-commerce application (Mini Project)
10. Application Development in cloud computing Environment
11. Experiment Using Open Source Tool e.g. ANEKA g

) &
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6CSUUY Compiler Construction lab
' '

MAX_MARKS(50+25)

Objectives:

At the end of the semester, the students should have clearly understood and implemented the
following: |
1. Develop an in depth understanding of system programming concept. Lexical analysis, syntax

analysis, semantics analysis, code optimization, code generation. Language specification and
processing. '

2. Develop an Understanding of Scanning by using concept of Finite state automaton. Parse tree

and syntax tree, Top down parsing (recursive decent parsing, LL (1) parser) Bottom up parsing
(operator precedence parsing) .Managing symbol table, opcode table, literal table, pool table.
3. Develop an Understanding of Intermediate code form: Three address code, Polish notation
(Postfix strings)

4. Develop an Understanding of Allocation data structure. Ileaﬁs

5. Develop an Understanding about Language processor development tools: LEX, YACC.
Language processing activities (Program generation and execution)

It is expected that each laboratory assignments to given to the students with an aim to In order to
achieve the above objectives

Indicative List of exercises:

1. Write grammar for a fictitious language and create a lexical analyzer for the same.

2. Develop a lexical analyzer to recognize a few patterns in PASCAL and C (ex: identifiers,
constants, comments, operators etc.) ' b

3. Write a program to parse using Brute force technique of Top down parsing

4, Develop on LL (1) parser (Construct parse table also).

5. Develop an operator precedence parser (Construct parse table also)
6. Develop a recursive descent parser

7. Write a program for generating for various intermediate code forms
i) Three address code ii) Polish notation

8. Write a program to simulate Hcap storage allocation strategy

9. Generate Lexical analyzer using LEX |

10. Generate YACC specification for a few syntactic categories
11. Given any intermediate code form implement code optimization techniques

b
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6CSU10 Advance Java lab

MAX_MARKS(50+25)

List of Experiment:

1.

b
Use Eclipse or Netbean platform and acquaint with the various mehus. Create a test
p_t'oject, and a test class and run it. See how you can use auto suggestions, auto fill. Try
code formatter and code refaotOring like renaming variables, methods and classes. Try
debug step by step with a small program of about 10 to 15 lines which contains at least
one if else condition and a for loop.

Write a Java program that works as a simple calculator. Use a grid layout to arrange

‘buttons for the digits and for the +, -,*, % operations. Add a text field to dlsplay the

result. Handle any possible exceptions like divided by Zero.

Develop an applet that displays a simple message. -

Develop an applet that receives an integer in one text field, and computes its factorial
Value and returns it in another text field, when the button named “Compute” is clicked.

. Write a program that creates a user interface to perform integer divisions. The user enters

two numbers in the textfields, Num1 and Num2. The division of Num1 and Num?2 is
displayed in the Result field when the Divide button is clicked. If Num] or Num2 were

- not an integer, the program would throw a NumberFormatException. If Num2 were Zero,
- the program would throw an ArithmeticException. Dtsplay the exception in a message

thread will print the value of cube of the number.

dialog box.

Write a Java program that implements a multi-thread appllcatlon that has three threads.
F-.rst thread generates random integer every 1'second and if the value is even second
thread computes the square of the number and prints. If the value is odd, the third

Write a Java program that connects to a database using JDBC and does add delete,
modify.and retrieve operat:ons |
Write a Java program that s:mulates a traffic light. The program lets the usor select one of
three lights: red, yellow or! green with radio buttohs. (5n selecting a button, an 63-69 6
appropriate message with “Stop” or “Ready” or “Go” should appear above the buttons in
selected color. Imtlally there is no message shown. !

. Writea java program to create an abstract class named Shape that contains two integers

,_ and an empty méthod named prmtArea() Provide three classes named Rectarjgle,
- Tnangle and Circle such that each oheiof the classes extends the class Shape.|Each one of

the classes contains only the n‘lethdd prmtArea() that prints the areaiof the l%l\« en shapc ‘
SuppOSe thata table named Ttible txt is stored i in a'text file. The first line ih-the file i is the
beader, and the remalmn g hnes correspond to. rows lnlthe table. The elemetntc are

f i
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15.

11.

12.

13.
14,

separated by commas. Write a java program to display the table using Labels in Grid
Layout. ,

Write a Java program that handles all mouse events and shows the event name at the
center of the window when a mouse event is fired (Use Adapter classes).

Write a Java program that loads names and phone riufnbcrs from a text file where the data
is organized as one line per record and each field in a record are separated by a tab (\). It
takes a name or phone number as input and prints the corresponding other value from the
hash table (hint: use hash tables).

Implement the above program with database instead of a text file.

Write a Java program that takes tab separated data (one record per line) from a text file
and inserts them into a database.

Write a Java program that prints the meta-data of a given table y
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7CSU01 CLOUD COMPUTING

Max_Marks(50+100)

Objectives:
1. Understand the current trend and basics of cloud computing
2. Learn cloud enabling technologies and its applications
3. Explore different cloud mechanisms and get exposure to advanced clouds
4. Analyze the cost metrics, handle the security threats and construct different
cloud delivery design models

-
Prerequisites: Computer Architecture and Organization.

Syllabus:

Understanding Cloud Computing: Concepts of cloud computing, Cloud origins
and influences, basic concepts and terminology, Cloud computing leverages the
Internet, Elasticity and scalability,goals and benefits, risks, challenges, and

Limitations. Defining Cloud Computing, Roles and boundaries, cloud
characteristics. '

Cloud Service delivery models: Infrastructure as Services(IaaS),Software as a
Services(SaaS), Plateform as a Services(PaaS), Identitiy as a
Services(IDaaS),Compliance as a Services(CaaS).

Cloud deployment scenarios: Cloud deployment models, Public clouds, Hybrid
clouds, Community, Virtual private clouds, Vertical and special purpose, Migration
paths for tloud, Selection criteria for cloud deployment.

- Cloud Enabling Technology: Introduction to Virtualization, Virtualization,

Characteristics of virtualization, Benefits of virtualization, Virtualization in cloud
computing, Hypervisors, multitenant technology, Types of tenancy, Virtual
machine monitors, Virtual machines. Use of Virtualization Technology, Load
Balancing, benfits of virtualization, Hypervisor,. Full virtualization and
paravirtualization, Hardware support for virtualization.

Case study: Xen, KVM, VMware, VMM based on pgra—virtualizatibn.

Cloud Administration and Security Management in cloud computing : Cloud
security reference model, How security gets integrated , Cloud security,
Understanding security risks, Principal security dangers to cloud computing, Cloud
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Security, Data Security, Disaster Recovery and Planning, Cloud Disaster
Management, Identity and Access Management, Availability management in SaaS,
TaaS, PaaS, future of Security in Cloud computing.

Cost Metrics and Pricing Models: Business Cost Metrics, Cloud Usage Cost
Metrics, Cost Management Considerations.

Case study: IBM Smart Cloud, Amazon Web Services, Google Cloud platform,
Windows Azure platform, A compauson of Cloud Computing Platforms, Common

building Blocks.
TEXT BOOKS: ' 5|
) 1. Thomas Erl, Ricardo Puttini, Zaigham Mahmood ,Cloud Computing:
L Concepts, Technology & Architecture, PHI Publications,2013

2. Gautam Shroff, Enterprise =~ Cloud  Computing:  Technology,
Architecture,applications, Cambridge University Press, 2010.

3. Ronald Krutz Russell Dean Vines, A Comprehensive guide to secure cloud
computing, Wiley, 2010.

L
REFERENCE BOOKS:

1. Borko Furht, Armando Escalante (Editors), Handbook of Cloud Computing,
Springer, 2010.

2. John W. Rittinghouse, James F.Ransome, Cloud Computing: Implementation,
Management and Security, CRC Press, 2012.

3. Raj Kumar Buyya, James Broberg, Andrezei M.Goscinski, Cloud Computing:
Principles and paradigms, 2011

3 4. Barrie Sosinsky, Cloud Computing Bible, Wiley, 2011
/ .
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7CSU02 REAL TIME SYSTEM
i
MAX_MARKS(50+100)
Objectives:

To introduce students to the fundamental problems, concepts, and approaches in the design and
analysis of real-time systems. To study issues related to the design and analysis of systems with
real-time constraints.

Syllabus: ;

Introduction: Definition, Typical Real Time Applications, concept of tasks, types of tasks and
real time systems, block diagram of RTS, and tasks parameters _Release Times, execution time,
period, Deadlines, and Timing Constraints etc. RTS requirements.

Reference Models for Real Time Systems: processors and Resources, Temporal Parameters of
Real-Time Workload, Periodic and Aperiodic Task Model, Precedence Constrains and Data
Dependency, Other Types of Dependencies, Functional Parameters, Resource Parameters. Real
Time Scheduling: classification of Real Time Scheduling, scheduling criteria, performance
metrics, schedulability analysis, Introduction to Clock Driven scheduling, Weighted Round
Robin Approach and Priority Driven Approach. Dynamic Vergus Static systems, Offline Versus
Online Scheduling. :

Periodic tasks scheduling: Clock Driven Scheduling — definition, notations and assumption,
scheduler concepts, general scheduling structure, cyclic executives. Priority Driven Scheduling;
notations and assumption, fixed priority Vverses dynamic priority, fixed priority scheduling
algorithms (RM and DM) and their schedulability analysis, concept of schedulability tests —
Inexact and exact schedulability tests for RM and DM, Optimality of the RM and DM
algorithms, practical factors.

Aperiodic task scheduling; assumption and approaches, server based and non-server based fixed
priority scheduling algorithms — polling server, deferrable, server , simple sporadic server,
priority exchange, extended priority exchange, slack stealing. Introduction to scheduling of
flexible con}putations —flexible applications, imprecise computation model and firm deadline
model. .

Resources Access Control: Assumptions on Resources and their usage, Effect of Resource

~ Contention and Resource Access Control (RAC), Non-preemptive Critical Sections, priority

inversion problem, need of new resource synchronization primitivcsfprotocols for RTS, Basic
Priority-Inheritance and Priority-Ceiling Protocols, Stack Based Priority-Ceiling Protocol, Use of
Priority- Ceiling Protocol in Dynamic Priority Systems, Preemption Ceiling Protocol, Access
Control in MultipleUnit Resources, Controlling Concurrent Accesses 10 Data Objects

TEXT BOOKS

1. J.W.S.Liu: Real-Time Systems, Pearson Education Asia

7. P.D.Laurence, K.Mauch: Real-time Microcomputer System Design, An Introduction, McGraw
Hill

3. C.M. Krisna & K. G. Shim- Real time systems- TMH

o Ay
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7CSU03 SOFT COMPUTING

MAX_MARKS(50+100)

Objectives:

To develop basic understanding of soft computing prmcnplcs as Fuzzy logic, Artificial Neural
Network, Genetic Algorithm (GA).

Soft Computing: Introduction, requirement, different tools and techniques, usefulness and
applications. Fuzzy Sets And Fuzzy Logic: Introduction, Fuzzy sets versus crisp sets, operations
on fuzzy sets, Extension principle, Fuzzy relations and relation equations, Fuzzy numbers,
Linguistic. varlables, Fuzzy logic, Linguistic hedges, Applications, fuzzy controllers, fuzzy
pattern recogmtlon fuzzy image processing, fuzzy database.

Artificial Neural Network: Introduction, basic models, Hebb's learning, Adaline, Perceptron,
Multilayer feed forward network, Back propagation, Different issues regarding convergence of
Multilayer Perceptron, Competitive learning, Self-Organizing Feature Maps, Adaptive
Resonance Theory, Associative Memories, Applications. 3_

Evolutionary and Stochastic techniques: Genetic Algorithm (GA), different operators of GA,
analysis of selection operations, Hypothesis of building blocks, Schema theorem and
convergence of Genetic Algorithm, Simulated annealing and Stochastic models, Boltzmann
Machine, Applications.

Rough Set: Introduction, Imprecise Categories Approximations and Rough Sets, Reduction of
Knowledge, Decision Tables, and Applications. .

Hybrid Systems: Neural-Network-Based Fuziy Systems, Fuzzy Logic-Based Neural Networks,
Genetic Algorithm ‘for—Neural :Network Design and Learning, Fuzzy Logic and Genetic
Algorithm for Optimization, Applications.

.

TEXT BOOKS:

1. I-’uzzj sets and Fuzzy logic by George Klir, Bo Yuan, PHI

2. Neural Networks, Fuzzy logic and Genetic Algorithms Symhcsis—and applications by S.
RAJASEKARAN, G. A. VIJAYALAKSHMI PAI

3. Neural Fuzzy Systems, Chin-Teng Lin & C. S. George Lee, Prentice Hall PTR.

REFERENCE BOOKS:

|. Intelligent Hybrid Systems, D. Ruan, Kluwer Academic Publisher, 1997

2. Neural Networks, S. Haykin, Pearson Education, 2ed, 2001.

3. Genetic Algorithm in Search and Optimization, and Machine Learning, D. E. Goldberg, Addison
Wesley, 19891. .

4. Learning and Soft Computing, V. Kecman, MIT Press, 2001.
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~ 7CSU04 DIGITAL IMAGE PROCESSING

MAX_MARKS(50+100)

Objectives:

To learn and understand the fundamentals of digital image processing, and various image
Transforms, Image Enhancement Techniques, Image restoration Techniques and methods, image
compression and Segmentation used in digital image processing. - -

Syllabus:

Introduction to Image Processing: Digital Image representation, Sampling & Quantization, Steps
in image Processing, Image acquisition, color image representation

Image Transformation & Filtering: Intensity transform functfon‘s, histogram processing, Spatial
filtering, Fourier transforms and its properties, frequency domain filters, colour models, Pseudo
colouring, colour transforms, Basics of Wavelet Transforms

Image Restoration: Image degradation and restoration process, Noise Models, Noise Filters,
degradation function, Inverse Filtering, Homomorphism Filtering

Image Compression: Coding redundancy, Interpixel redundancy, Psychovisual redundancy,
Huffman Coding, Arithmetic coding, Lossy compression techniques, JPEG Compression

. B ;

Image Segmentation & Representation: Point, Line and Edge Detection, Thresholding, Edge and
Boundaty linking, Hough transforms, Region Based ‘Segmentation, Boundary representation,
Boundary Descriptors, Regional

TEXT BOOKS:
Pakhera Malay K: Digital In}agc\Processing and Pattern Recogination, PHI.

REFRENCES: ;
I. Gonzalez and Woods: Digital Image Processing ISDN 0-201-600- 781, Addison Wesley 1992,

_.Boyle and Thomas: Computer Vision - A First Gurse 2nd Edition, ISBN 0-632-028-67X,

Blackwell Science 1995.
2. Gonzalez and Woods: Digital [mage Processing ISDN 0-201-600- 781, Addison Wesley 1992
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7CSU0S DISTRIBUTED SYSTEM'
'MAX_MARKS(50+100)
Objectives:

[. Identify potential applications of distributed system in practice.
2. Describe different distributed system model. .
3. Apply appropriate distributed system model on specific problem.

'i
|

Syllabus

Distributed Systems: Features of distributed systems, nodes of a distributed system, Distributed
computation paradigms, Model of distributed systems, Types of Operating systems:
Operating System, Network Operating Systems, Distributed Operating Systems and Cooperative
Autonomous Systems, design issues-in distributed operating systems. Systems Concepts and
Architectures: Goals, Transparency, Services, Architecture Models, Distributed Computing
C Environment (DCE).
Theoretical issues in distributed systems: Notions of time and state, states and events in a
distributed system, time, clocks and event precedence, recording the state of distributed
systems. '

=,

Concurrent Processes and Programming: Processes and Threads, Graph Models for Process
Representation, ~ Client/Server Model, Time Services, Language Mechanisms  for
Synchronization, Object Model Resource Servers, Characteristics of Concurrent Programming
Languages (Language not included). Inter-process Commuhication and Coordination: Message
Passing, Request/Reply and Transaction Communication, Name and Directory services, RPC
and RMI case studies. |

Distributed Process Scheduling: A System Performance Model, Static Process Scheduling with
Communication, Dynamic Load Sharing and Balancing, Distributed Process

Implementation. Distributed File Systems: Transparencies and Characteristics of DFS, DFS
Design and implementation, Transaction Service and Concurrency Control, Data and File
Replication. |

-

-

' }
Case studies: Sun network file systems, General Parallel file System and Window’s file systems.
Andrew and Coda File Systems.

Distributed Shared Memory: Non-Uniform Memory Access Architectures, Memory Consistency
Models, Multiprocessor Cache Systems, Distributed Shared Memory, Implementation of DSM
systems. Models of Distributed Computation: Preliminaries, Causality, Distributed Snapshots,
Modeling

Distributed Computation, Failures in a Distributed System, Distributed Mutual Exclusion,
Election, Distributed Deadlock handling, Distributed ‘termination detection. Distributed

Agreement: Concept of Faults, failure and recovery, Byzantine Faults, Adversaries, Byzantine
Agreement, Impossibility of Consensus and Randomized Distributed Agreement. Replicated

/%«%w
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;

| Data Management: concepts and issues, Database Techniques, Atomic Multicast, and Update
‘ i . Propagation.

CORBA case study: Introduction, Architecture, CORBA RMI, CORBA Services.

il TEXTBOOKS:
| i I. Distributed operating systems and algorithm analysis by Randy Chow and T. Johnson,

Pearson i

2. Operating Systems A concept based approach by DM Dhamdhere, TMI-i
3. Distributed Systems- concepts and Design, Coulouris G., Dollimore J, and Kindberg T.,
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7CSU06.1 NATURE INSPIRED ALGORITHMS

Max_Marks(50+100)

Objectives: , ¢
1. To understand the various concepts of nature inspired algorithms.
2. Detailed understanding of the Evolutionary Algorithms.
3. Knowledge enhancement on the swarm intelligence based algorithms.
4. Practical knowledge of the Discrete Nature Inspired Algorithms and Local Search
Techniques. .
5. Implementation and Applications of the NIA for engineering optimization problem.

Syllabus: -
$ }
Introduction to Nature Inspired Algorithms:
s Overview of Computational Intelligence, Biologically inspired computing: nature as source of
. inspiration for the design of algorithms; Overview of the Nature Inspired Algorithms,

Evolutionary Computation, Swarm Intelligence based algorithms.

Evolutionary Computation Theory and Paradigms:
History, overview, Genetic Algorithm, Differential Algorithm, Evolutionary Programming,
Evolutionary Strategies. An overview of Evolutionary Algorithms, etc.

Swarm Intelligence Based Algorithms &

Basic Particle Swarm Optimization, Global Best PSO, Local Best PSO, gbest versus, Ibest PSO,
Basic PSO Parameters, Artificial Bee Colony Algoriihms, ANT Colony Optimization, Spider
Monkey Optimization Algorithm, Gravitational Search Algorithm, Bio-Geography Based
Optimization etc.

Discrete Nature Inspired Algorithms and Local Search Techniques: Discrete versions of the

PSO, ABC, BBO, SMO Local Search Algorithms, Performance Evaluation of memetic

algorithms, Parameterization and Balancing Local and Global Search, Memetic Algorithms in
C Discrete Optimization, Memetic Algorithms in Constrained Optimization, Multiobjective:
K. ‘Memetic Algorithms. '

Step by step procedure of the Nature Inspired Algorithms, Applications and implementation
of Nature Inspired Algorithms to solve engineering optimization problems for example
Knapsack Problem, Quadratic Assignment Problem, Robot Path Planning Problem, Job Shop
Scheduling Problem etc.

TEXT BOOKS:

1. Engelbrecht, Andries P. Computational intelligence: an introduction. John Wiley & Sons,
2007. i

2. Smolinski, Tomasz G., Mariofanna G. Milanova, and Aboul-Ella Hassanien, eds.
Applications of computational intelligence in biology: current trends and open problems.
Vol. 122. Springer, 2008. .

3. Clerc, Maurice. Particle swarm optimization. Vol. 93. John Wiley & Sons, 2010.

4. Hariri, S., and M. Parashar. "Handbook of bioinspired algorithms and applications,
chapter the foundations of autonomic computing." (2005).
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7CSU06.2 CYBER SECURITY

, MAX_MARKS(50+100)
Objectives: ;
The objective of this course is to gain a fundamental knowledge of what Cyber Security is and
how it applies to your daily work. Gain a fundamental understanding of what an attack is, and

how to identify and prevent them from occurring.

Syllabus:

Systems Vulnerability Scanning :Overview of vuinerability scanning, Open Port / Service
Identification, Banner / Version Check, Traffic Probe, Vulnerability Probe, Vulnerability Examples,
Open'VAS, Métasploit. Networks Vulnerability Scanning - Netcat, Socat, understanding Port and Services
tools - Datapipe, Fpipe, WinRelay, Network Reconnaissance — Nmap, THC-Amap and System tools.
Network Sniffers and Injection tools — Tcpdump and Windump, Wireshark, Ettercap, Hping Kismet
Network Defense tools: Firewalls and Packet Filters: Firewall Basics, Packet Filter Vs Firewall, How a
Firewall Protects a Network, Packet Characteristic to Filter, Stateless Vs Stateful Firewalls, Network
Address Translation (NAT) and Port Forwarding, the basic of Virtual Private Networks, Linux Firewall,
Windows Firewall, Snort: Introduction Detection System '

Web Application Tools: Scanning for web vulnerabilities tools: Nikto, W3af, HTTP utilities - Curl,
OpenSSL and Stunnel, Application Inspection tools — Zed Attack Proxy, Sqlmap. DVWA, Webgoat,
Password Cracking and Brute-Force Tools — John the Ripper, LOhtcrack, Pwdump, HTC-Hydra
Introduction to Cyber Crime and law: Cyber Crimes, Types of Cybercrime, Hacking, Attack vectors,
Cybérspace and Criminal Behavior, Clarification of Terms, Traditional Problems Associated with
Computer Crime, Introduction to Incident Response, Digiial li'orcnsms, Computer Language, Network
Language; Réalm;s of the Cyber world, A Brief History of ihe Internet, Recognizing and Defining

Computer Crime, Contemporary Crimes, Computers as Targets, Contaminants and Destruction of Data,

* Indian IT ACT 2000.

Introduction to Cyber Crime Investigation: Firewalls and Packet Filters, passward Cracking,

Keyloggers and Spyware, Virus and Warms, Trojan and backdoors, Steganography, DOS and DDOS

attack, SQL injection, Buffer Overflow, Attack on wireless Networks

References: L

1. Anti-Hacker Tool Kit (Indian Edition) by Mike Shema, Publication Mc Graw Hill.

2. Cyber Security Understanding Cyber Crimes, Computer Forensics and Legal Perspectives by
Nina Godbole and Sunit Belpure, Publication Wiley

—mm ¥ A

i

3



G

" *Amission Year (AY) 2015-16 2016-17 2017-18 2018-19
ae Code (SC) 2015CSE 2016CSE 2017CSE 2017CSE
me Code - 2016CSE

7CSU06.3 INTERNET OF THINGS

MAX_MARKS(50+100)

Objectives:
1. Discuss the terminofogy, technology and its applications.
2. Provide an understanding of the technologies and the standards relating to the Internet of Things.
3. Introduce the concept of M2M (machine to machine) with necessary protocols.
4. Identify domain specific IOTs.

Syllabus: : )

Introduction to IoT: Definition of IoT, IoT growth, M2M communication, M2M to IoT, Characteristics of
IoT, Classes of IoT devices. )

IoT Elements: Identification, Sensing, Communication, Computation, Service, Semantic.
IoT Communication Technologies: Zigbee, 802.15.4, Bluetooth, RFID, wireless sensor networks, GSM

IoT Hafdware and Software: Sensor and actuator, Humidity sensors, Ultrasonic sensor, Temperature Sensor,
Arduino, Raspberry Pi, Lite OS, Tiny OS. }-

Architecture and Reference Model: Introduction, Reference Model and architecture, Representational
State Transfer (REST) architectural style, System design, Uniform Resource ldemlﬁers (URIs), Resource in IoT
e.g. Temperature, Humidity. Issues in IoT architecture

IoT Protocols with headers: CoAP MQTT, AMQP, Internet Protocol version 6 (IPv6) over IEEE 802.15.4,
6LoWPAN. .

Case study of IoT Applications: Smart city, Smart waste management system, Healthcare, Home Automation.
TEXTBOOK: |

1. Internet of Things: Principles and Paradigms by Rajkumar Buyya, Amir Vahid Dastjerdi Morgan
Kaufmann.

2. Jan Holler , Vlasios T siatsis, Catherine Mulligan, Stefan Avesand, Stamatis Karnouskos, David Boyle,
“From Machine-to-Machine to the Internet of Things: Introduction to a New Age of Intelligence”,1*
Edition, Academic Press, 2014.

REFERENCE BOOKS:

1. Vijay Madisetti and Arshdeep Bahga, “Internet of Thmgs (A Hands-on-Approach)”, 1* Edition, VPT ,
2014.

9. Francis daCosta, “Rethinking the Internet of Things: A Scalable Approach to Connecting
Everything”,1* Edition, A press Publications, 2013.
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7CSU07 DIGITAL IMAGE PROCESSING LAB

LIST OF EXPERIMENTS:

Maximum Marks (50+25)

I. Color image segmentation algorithm development

NV oA WLN

New Border Images

4‘//@

]\

Wavelet/vector quantization compression

Deformable templates applied to skin tumor border finding

b

Helicopter image enhancement
High-spe.ed film image enhancement

Computer vision for skin tumor image evaluation
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7CSUOS  ANDROID LAB

Maximum Marks (50+25)

LIST OF LAB EXPERIMENTS:

1. Develop an application that uses GUI components, Font and Colors.

2. Develop an application that uses Layou! Managers and even}_t listeners.
3. Develop a nativé calculator application.

4. Write an alpplication that draws basic graphical primitives on the screen.
5. Develop an application that makes use of database.

6. Develop an application that makes use of RSS Feed.

7. Implement an application that implements Multi threading.

8. Develop a native appfication that uses GPS location information,

9. Implement an application that writes data to the SD card.

10. Implement an application that creates an alert upon réceiving a message.

L1. Write a mobile application that creates alarm clock.
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i 8CSU01 MACHINE LEARNING

MAX_MARKS(50+100)

Objectives: This course aims to cover the potential applications of machine learning in practice,

learning different machine learning models, evaluation of machine learning models based on
mathematical analysis. ] L ;

Syllabus: !
Introduction:Types of I%éaming, application, Supervised learning: Linear Regression Model,

Naive Bayes classifier Decision Tree, K nearest neighbor, Logistic Regression, Support Vector
Machine, Random forest algorithm.

Unsupervised Learning. Algorithm: Grouping unlabelled items using k-means clustering,
Hierarchical Clustering, Probabilistic clustering, Association‘rule mining, Apriori Algorithm, f-p
growth algorithm, Gaussizn mixture model. _ P

Introduction to Statisticsf;_l Learning Theoryi Feature extraction- Principal component analysis,
Singular value decomposition. Feature selection — feature ranking and subset selection, filter,
wrapper and embedded methods, Evaluating Machine Learning algorithms and Model Selection.

Semi Supervised Learning, Reinforcement learning: Markov decision process (MDP), Bellman
equations, policy evaluation using Monte Carlo, Policy iteration and Value iteration, Q-Learning,
State-Action-Reward-State-Action (SARSA), Model-based Reinforcement Learning,
Recommended system, Ccllaborative filtering, Content-bas?d filtering Artificial neural network,
Perceptron, Multilayer netvork, Backpropagation, Introduction to Deep learning.
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8CSU02BIG DATA USING HADOOP

MAX_MARKS(50+100)
)

Objectives: The objective of this coutse is tooptimize business decisions and create competitive
advantage with Big Data analytics, introduce Java concepts required for developing map reduce
programs, derive business benefit from unstructured data, impart the architectural concepts of
Hadoop and introducing map reduce paradigm and to introduce programming tools PIG & HIVE
in Hadoop echo system.

- Syllabus:

Introduction to Big Data: Big data features and challejngés, Problems with Traditional Large-
Scale System , Sources of Big Data, 3 V’s of Big Data, Types of Data.

Working with Big {Data: Google File System.Hadoop Distributed File System (HDFS) -
Building blocks of Hadoop (Namenode. Data node.Secondary Namenode.Job Tracker. Task
Tracker), Introducing and Configuring Hadoop cluster (Local. Pseudo-distributed mode, Fully .
Distributed mode). Configuring XML files.

Writing MapRedufé:e Programs: A Weather Dataset. Understanding Hadoop API for
MapReduce Framework (Old and New). Basic prografns of HadoopMapReduce: Driver code.
Mapper code, Reducer code. Record Reader, Combiner. Partitioner.

Hadoop I/O: The Writable Interface. Writable Comparable and comparators. Writable Classes:
Writable wrappers for Java primitives. Text.Bytes Writable.Null Writable, Object Writable and
Generic Writable. Writable collections.Implementing a Custom Writable: Implementing a Rav
Comparator for spee@, Custom comparators.

Pig:HadoSp Programming Made Easier Admiring the Pig Architecture, Going with the Pig Latin_ - '
Application Flow. Working through the ABCs of Pig;Latin.Evaluating Local and Distribut. -’
Modes of Running Pig Scripts, Checking out the Pig Script Interfaces, Scripting with Pig Latin.

i f

Applying Structure:to Hadoop Data with Hive: Saying Hello to Hive, Seeing How the Hive is
Put Together, Gettin3 Started with Apache Hive.Examining the Hive CIient}s.Working with Hive
Data Types.Creatin; and Managing Databases and Tables, Seeing How' the Hive Data
Manipulation Languiige Works, Querying and Analyzing Data.
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b 8csu03.a COMPUTER VISION
MAX_MARKS(50+100)
Objective: This course offers an introduction to computer vision concepts, including: image
formation, edge detection, 'segmentation, perceptual grouping and object/activity recognition.
Students will be able toapply the knowledge earned to develop real time projects related to the
field. . u

Syllabus:

Digital 'Image Formation and low-level processing: Overview and State-of-the-art,
Fundamentals of Image Fo___rmation, Transformation: Orthogonal, Euclidean, Affine, Projective,
etc; Fourier Transform, Coi}volution and Filtering, Image Enhhncement, Restoration, Histogram
Processing. '

i
Depth estimation and Multi-camera views: Perspective, Binocular Stereopsis: Camera and
Epipolar Geometry; Hoi‘hography, Rectification, DLT, RANSAC, 3-D reconstruction
framework; Auto-calibration.
Feature Extraction: Edge% - Canny, LOG, DOG; Line detectors (Hough Transform), Corners -
Harris and Hessian Affine, Orientation Histogram, SIFT, HOG, Scale-Space Analysis- Image
Pyramids and Gaussian derjvative filters, Gabor Filters and DWT.

1

Pattern Analysis: Clustering: K-Means, Mixture of Gaussians, Classification: Discriminant
Function, Supervised, Un-supervised, Semi-supervised; Classifiers: Bayes, KNN, ANN models;
Dimensionality Reduction: PCA, LDA, ICA.

Motion ﬁknalysis: Background Subt'raction and Modeling, Optical Flow, KLT, Spatio-Tcmporal
Analysis, Dynamic Stereo;1_Motion'§ parameter estimation. L_ '
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E€CSU03.2ADVANCE OPERATING SYSTEMS

7 S
I'_ .
i MAX_MARKS(50+100)

Objectives: This coursu aims at defining the basic architecture of operating systens, archltecture
of distributed operatiniz systems, diffetent types, of clock synchromzatlon methods ‘and their
limitations, mutual exciusmn algonthms and deadlock models, understanding various file system

managementand challeenges in 'an operating system,different load sharing and load distribution
algorlthms .

Syllabus: ¥

Operating  system . introduction and structure, processes, threads, interprocess’
communication.cpu scheduling: Scheduling algorithm, multiprocess and realtime process

scheduling, algonthm evaluation. Process synchronizations: semaphores, critical reglons and
monitors.

Distributed OS: architecture of distributed Systems, issues in DOS, client-server computing,
message-passing, rembte procedure call (RPC), limitations of DS, absence of shared memory
and global clock, lamport's Logical clocks, vector clocks, causal ordering of messages.

Distributed mutual éxclusion and deadlock: mutual exclusion algorithms, token-based and
non-token-based algc rithms, deadlock models and algorithms, deadlock detection and
preventlon Distributef} file systems and shared memory: architecture of distributed file systems,
design issues, repltcation al gorlthms, cache cohererce.

Distributed scheduling: motivation and issues, load distribution, balanomg and sharing
algorlthms load distribution algonthms load scheduler task migration.

Failure recovery and fault tolerance: introduction and basic concepts classification of fallures,‘
backward and forwaril recovery, check pointing and recovery, issues in fault tolerance, commit
and votmg protocols

Real time OS: characteristics of real time OS, hard versus soft real-time systems, real-time
communications, real-time scheduling, case study: windows CE, palm OS.
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'1

CSU03.3 WIRELESS SENSOR NETWORKS

|

MAX_MARKS(50+100)

and future research on WSNs.

MAC protocols:Fundam:;ntaIs, low duty cycle protocols and wakeup concepts, contention based
protocols, Schedule—baseg':i_ protocols - SMAC, BMAC,TRAMA, Link Layer protocols.

Sensor Deployment Mechanisms, Issues of coverage, Node discovery protocols, Localization
schemes, Time Synchl';onization, Network clustering, Query Models, In-network data
aggregation, Robust route setup, Coping with energy constraints, QoS Management, Security.

Routing protocols: Issues in’ designing a routing protocol, classification of routing,
Requirements, Taxonomy - Data-centric routing — SPIN, Directed Diffusion, Flooding and
gossiping, Energy aware routing, Gradient-based routing — COUGAR, Hierarchical Routing —
LEACH, TEEN,APTEEN, Location. Based Routing, Data aggregation — Various aggregation
techniques, Localization énd positioning, .
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8CSUO7 MACHINE LEARNING LAB

{1 MAX_MARKS(50+25)
| ¢
Objectives: The objective of this course is to provide knowledge about idgntif_ying applications
of machine learning in'practice, Implementing and applying machine learning algorithms to
solve problems. : ' S TR IR

Experiment:

L
r

L

1. Develop progriims to implement DataFrame, Statistical Learning, Feature extraction &
Feature selectipn.
(!

2. Exercises 10 slve the real-world problems using the supervised machine learning model: ;
| ! Linear Regresgion Model, Naive Bayes classifier Decision Tree, K nearest neighbor,
L Logistic Regression, Support Vector Machine, Random forest algorithm. | i

3. Exercises to solve the real-world problems using the Unsupervised clustering methods:
k-means clustering, Hierarchical Clustering, Probabilistic clustering.

:1 4. Develop application involving Market basket analysis using:Apriork Algorithm and f-p
: growth algorithm.

I: l ! t:;' ’

i 5. Develop programs 10 implement Recommendation Systems.
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§CSU08 BIG DATA USING HADOOP LAB
MAX_MARKS(50+25)

Objectives: This course aims at introducing Java concepts required for developing map reduce
programs, impart the architectural concepts of Hadoop and introducing map reduce paradigm
and introduce programmin; g tools P1IG & HIVE in Hadoop echo system.

List of Experiments:

1. Implement the followiné Data structures in Java
) Linked Lists iy Stacks i) Quoues iv) Set ¥) Map
2. Perform setting up and Installing Hadoop in its three operating modes: Standalone, Pseudo
distributed, Fully distributed. b
3. Implement the followin;g file management tasks in Hadoop:
+ Adding files and di:'lrectories
o Retrieving files ; .
o Deleting files Hini: A typical Hadoop workflow creates data files (such as log files)
elsewhere and copigs them into HDFS using one of the above command line utilities.
3 :
4. Run a basic- Word Coué ;t Map Reduce program to understand Map Reduce Paradigm.
5. Write a Map Reduce p;ogram that mines weather data: Weather sensors collecting data every
hour at many locations agross theI globe gather a large volume of log data, which, is a good
candidate for analysis wi‘h MapReduce, since it is semi structured and record-ori;ente'd.
6. Implement Matrix Mu tiplication with Hadoop Map Reduce
7. Install and Run Pig then write Pig Latin scripts to sort, group, join, projeclt., and filter your
data. | | |
8. Install and Run Hiv:é;z then use Hive to create, alter, and drop database:'s, tables, views,
functions, andindexes. | .

9.Solve some real life big data problems. |
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