SCHEME AND SYLLABUS

(Scheme Code- 2015CSE)

OF
COMPUTER SCIENCE AND ENGINEERING
FOR ADMISSION YEAR 2015-16



issi - 2018-19
Admission Year (AY) 2015-16 2016-17 2017-18
Scheme Code (SC) 2015CSE 2016CSE 2017CSE 2017CSE
Scheme Code - 2015CSE

o
Rajasthan Technical University, Kota
Proposed Scheme for Computers Science & Engineering (2016-17)
Theory and Practical
Sem Codes Proposed scheme- Max marks Contact Hours/Week Credits
: CE-RTU IA TE |Total | L | T P | Total |
3CSUO1 | Electronic Devices and | 50 100 |150 |3 0 0 3 3
Circuits g
3CsU02 Data Structures and 50 100 150 |3 0 0 3 3
Algorithms
3CSU03 | Digital Electronics 50 100 150 |3 0 0 3 3
m L3CSU04 | Software Engineering | 50 100 (150 |3 |0 |0 3 3
3CSUDS | Object Oriented 50 100 |150 |3 0 |0 3 3
: Programmin
3C5U06 | Advanced Engineering | 50 100 | 150 |3 1 1|0 4 4
Mathematics
3CSU07 | Electronic Devices and | 50 25 75 0 0 2 2 1
. Circuits Lab
o 3CSU08 | Data Structures and 50 25 75 0 0 3 3 2
Algorithms Lab
i 3CSU09 | Digital Electronics lab | 50 25 75 0 0 2 2 1
3CSU10 | Object Oriented 50 25 75 0 0 3 3 2
: Programming Lab )
3CSU12 | Discipline and Extra- h 50 0 0 0 0 1
curricular activities
Sub Total 1250 |18 |1 10 29 26

Note:- Approved by Deptt. BoS on 23.11.16
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Admission Year (AY) 2015-16 2016-17 2017-18 2018-19
Scheme Code (SC) 2015CSE 2016CSE 2017CSE 2017CSE
Scheme Code - 2015CSE

A
Rajasthan Technical University, Kota
Department of Computer Scienced& Enginecring
Scheme for B.Tech.(Compuler Science & Engineering) 2016-17
; ~ Theory and Practical ;
i e ‘-
] Sem | Course Subject Max Marks Contact Hours/Week | Credits |
i Code Name 1A TE | Total I; T| P Total
4CSUO! | Microprocessor & 50 100 | 150 3 0 |0 3. 3
Interfaces ~
4CSU02 | Discrete Mathematics 50 | 100 [ 150 3 I |0 4 4
Structure _
4CSU03 | Linux Shell 50 (100150 (3 [0 o0 13 3
v : Programmin '
4CSU04 | Analysis of Algorithms |50 100 | 150 3. 10 |0 3 3
4CSU05 | Principles of 50 100 | 150 3 0 |0 3 3
| Communication
4CSU0G | Computer Network 50 100 | 150 3 0" |0 3 3
4CSU07 Microprocessor Lab 50 25 |75 0 0 |3 3 2
' 4CSU08 | Communication Lab 50 25 |75 0 0 {2 |2 1
| ReS 4CSU09 | Linux Shell 50 25 |75 0 042 |2 1
Programming Lab
4CSU10 | Advance Data 50 25 |75 0 0 |3 3 2
Structures Lab
| + | 4CSU12 Discipline dhd Extra- 50 0 0 |o 0 1
: curricular Activities ~
Sub Total ~ 11250 18 1 10 129 |26 .
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-1 2017-18 2018-19
Car(Ax) ZU12-10 2U10-17 2017-1 ‘
IS‘;::;:%;J‘, (8C) 2015CSE | 2016CSE 2017CSE 2017CSE

Scheme Code - 2015CSE . @

Rajasthan Technical University, Kota
Department of Computer Scienced Engineering
Scheme for B.T cch.(Computer Science & Engineering) 2016-17
Theory and Practical

Sem | Course Subject Max Marks Contact Hours/Week Credits
Code Name 1A TE | Total L T | P | Total
5CSUO0! ['Data base Management | 50 100 | 150 3 0 |0 |3 3
v system
5CSU02 Operating system 50 100 | 150 3 0 |0 3 3
5SCSUO3 | Theory of computation | 50 100 | 150 3 1 {0 4 4
SCSU04 | Computer Architecture | 50 100 | 150 3 0 |0 3 3
V | 5CSU05 | Embedded System 50 100 | 150 3 0 (0 3 3
SCSU06 | *Elective . 50 100 | 150 3 0 {0 3 3
SCSU07 | Data base Management | 50 25 |75 0 0 |3 3 2
o system Lab
SCSUO8 | Java Lab 50 25 |75 0 0 |3 3 2
SCSU09 | Embedded Syste Lab | 50 25 |75 0 0 |2 2 1
SCSUI0 | CASE Lab 50 25175 0 0 |2 2 1
SCSUI2 | Discipline and Extra- 3 50 0 0 |0 0 1
curricular Activities
Sub Total . 1250 18 1 10 |29 26 !

*Praposed Subjects for Elective (5CSU06)

5CSU06.1 Information theory and coding
5CSU06.2 Human computer interface
5CSU06.3 Software Testing and Project
management
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Admission Year (AY) 2015-16 2016-17 2017-18 2
& g 018-19
Scheme Code (SC) 2015CSE 2016CSE 2017CSE |. 2017CSE
Scheme Code - 2015CSE

LI vprsda blaavane

i S

Scheme for B.Tech.(Computer

Sciencé & Engi;leerin g)~20 16-17

Theory and Practical
Sem | Course Subject Max Marks Contact Hours/Week Credits
Code Name 1A TE | Total L T P | Total
6CSU01 | Computer Graphics 50 100 | 150 3 0 |0 3 3
6CSU02 | Information security 50 100 | 150 3 110 4 4
system
6CSUO3 | Compiler construction 50 100 | 150 3 0 |0 3 3
6CSU04 | Data Mining and 50 100 | 150 3 0 |0 3 3
Vi warehouse
6CSUDS5 | Mobile computing 50 100 | 150 3 0 |0 3 3
6CSU06 | *Elective -2 50 100 | 150 3 0 |0 3 3
6CSU07 | Computer Graphicslab |50 |25 |75 0 0 |3 3 2
6C5U08 | web Programming lab 50 25 |75 0 . o 2 1
6CSU09 | Compiler construction 50 25 |75 0 0 12 2 1
lab ;
6CSU10 | Advance java lab 50 25 |75 0 ... 3 3 2
6CsU12 | Discipline and Extra- 50 0 0 0 0 1
curricular activities
Sub Total ; i 1250 18 1 (10 |29 26




Aamission year(AY)

2015-16 2016-17 2017-18 2018-19

Scheme Code (SC)

2015CSE_| 2016CSE 2017CSE 2017CSE

Scheme Code - 2015CSE

Schemt’:_fc;rr

B.Tech.(Computcr Science & Engineering) ZU10-11/
Theory and Practical

Proposed Subjects For Elective- Computer Science

5CSU06.1 Information theory and
coding

5CSU06.2 Human computer interface

5CSU06.3 Software Testing and Project
management

6CSU06.1 . Artificial intelligence

6CSU06.2 Bioinformatics

6CSU06.3 Fuzzy logic and Application

7CSU06.1 Robotics

7CSU06.2 . Cyber security

7CSU06.3 i Internet of things

8CSUO1.1 Machine learning

8CSU01.2 ! Recent trends in Computer
Technology

8CSU01.3 Advance Operating System

8CSU02.1 Big data

8CSU02.2 Computer Vision

8CSU02.3 High performance computing
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Admission Year (AY) 2015-16 2016-17 2017-18 2018-19-
Scheme Code (SC) 2015CSE 2016CSE 2017CSE 2017CSE
Scheme Code - 2015CSE
Theory and Practical
Course Subject Max Marks Contact Hours/Week Credits
Sem Code Name 1A TE | Total L T P | Total
7CSU01 | Cloud Computing 50 100 | 150 3 0 |0 4 4
7CSUO2 | Real time system 50 100 | 150 3 1 |0 3 3
7CSU03 | Soft Computing 50 100 | 150 3 0 |0 3 3
7CSUD4 | Digital Image Processing | 50 100 | 150 3 0 0 3 3
7CSU05 | Distributed System 50 100 | 150 3 0 |0 3 3
VIl | 7¢5U06 | *Elective -3 50 100 | 150 3 0 |0 |3 3

7CSUO07 | DIP lab 50 25 |75 0 0 |3 3 2
7CSU08 ' | Android lab 50 25 |75 0 0 {3 3 2
7CSUOY | Minor Project 50 25 |75 0 0 |2 2 1
7CSU10 | Seminar 50 25 175 0. 0:12 2 1
7CSU12 | Discipline and Extra- 50 0 0 0 0 1

curricular activities

Sub Total 1250 18 1 {10 -|29 26
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Admission Year (AY)

- 2015-16

2016-17

2017-18

2018-19

Scheme Code (SC)

2015CSE

2016CSE

. 2017CSE

2017CSE

Scheme Code - 2015CSE

Rajasthan Technical University, Kota

Department of Computer Science& Engineering
Scheme for B.Tech. VIII Sem(Computer Science & En

gineering) of session 2018-19

(The scheme is applicable for the students admitted in session 2015-16 and 2016-17)
Theory and Practical
End
SEMVElS“T i Hrs./Week 1A Term | Total
: exam
Course Type of
esita Cadea Course Credits L T P
8Csuo1 DCC Machine Learning 4 3 1 50 100 150
| 8CSU02 DCC Big Data using Hadoop 4 3 1 50 100 150
*csuos.x DEC | *Elective 3 3 | 0 50 | 100 | 150
- | 8csuo7 DCC | Machine Learning Lab 1 2 | s0 | 25 75
| 8Csuo8 DCC | Big Data using Hadoop Lab 1 2 50 25 75
8CSU09 pCC SEMINAR 4 4 150 75 225
8CSU10 DCC PROJECT 8 12 250 125 375
8Csu12 Extra Curricular& Discipline 1 50 50
Total 26 9 2 20 700 550 1250
*Proposed Subjects for Elective
Course Course |
code ;
8CSU03.1 | Computer Vision
8CSU03.2 | Advance Operating System
' 8CSU03.3 | Wireless Sensor Networks
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SYLLABUS

Semester 111
Branch CSE
Admission Year 2015-16
Academic Year 2016-17




Admission Year (AY) 2015-16 2016-17 2017-18 2018-19

Scheme Code (SC) 2015CSE | 2016CSE 2017CSE 2017CSE

Scheme Code - 2015CSE
g e e L s

“

3CSJ01 ELECTRONIC DEVICES & CIRCUITS

MAX_MARKS(SOHOO)
Objectives: :

To acquaint the students with construction, theory and characteristics of the following electronic
devices:

P-N junction diode"

Bipolar transistor

Field effect transistor :
LED, LCD and other photo électronic devices
Power control / regulator devices

il i 1l

Syllabus:

Mobility and éonduclivily,. charge densities in a semiconductor, Fermi Dirac distribution,éarricr
concentrations and Fermi levels in semiconductor, Generation and recombination of charges,
diffusion and continuity equation, Mass action Law, Hall effect, Junction diodes, Diode as a ckt,
> Element, load line concepl{; clipping and clamping circuits, voltage multiplicrs.

Transistor characteristics, Current components,
point.Hybrid model, h-parameter equivalent circui
analysis of CE,CC and CB amplifiers.
techniques. Thermal runaway, Thermal stability.

Current gains: élpha and beta. Operating
ts.CE, CB and CC configuration; DC and AC
Ebers-Moll model.Biasing & ° stabilization

¢

Small Signal Ampliﬁérs at low f.‘requ.éncy:- Ana1y§i§ of BIJT and FET, RC coupicd amplifiers.
Frequency response, niidband gain, gains at ‘low and high frequency. Miller’s
Theorem.Cascading Transistor amplifiers, Emitter follower.JFET, MOSFET, Equivalent circuits

and biasing of JFET's & MOSFET's. Low frequency CS and CD JFET dmplifiers. FET as a
voltage variable rcsisto_r.Spuree follower. ’

Feedback A}npl'iﬁcrs : Classification, Feedback coticept, Transfer gain with feedback, General

characteristics of negative feedback dgnpliﬁcrs. Analysis of voltageseries, voltage-shunt, current-
series and current-shunt feedback amplifier.Stability criterion. |

- Oscillators : Classiﬁcatidx’ﬁ. Criterion for oscillation. Tuned collector, Hartley, Colpill.é, RC Phase
shift, Wien bridgé and prystal oscillators, Astable; monostable and bistable mu:ltivibrators.
Schmitt trigger. o Venr e Wit gt e e :

1 TEXT BOOKS:

1. Electronic devices & circuits thcory‘By R.L. Boflestﬁd, Lduis Nashelsky,Pearson 1
Education s ; et O e

2. Integrated Electronics 3y Millman Halkids, T.M.H

REFERENCE BOOKS: ] F e
L. Electronic devices & circuits By David Béll, Oxford Publications

10




Admission Year (AY)

2015-16

2016-17

2017-18

2018-19

Scheme Code (SC)

2015CSE

2016CSE

2017CSE

2017CSE

Scheme Code - 2015CSE

3CSU02 DATA STRUCTURES & ALGORITHMS

, - MAX_MARKS(50+100)
Objectives: :

I. To study various data structure concepts like Stacks, Queues, Linked List, Trees and
Files. ;

To overview the applications of data structures. ,

To be familiar with utilization of data structure techniques in problem solving,

To have a comprehensive knowledge of data structures and relevant algorithms.

To carry out asymptotic analysis of any algorithm

Wl ha

Syllabus:

Asymptotic notations: Concept of complexity of program, Big-Oh, theta, Omega- Definitions
and examples. ~

Linear Data Structures- Array and its storage representation, sparse muatrices stack, queue,
dequeue, circular queue or insertion and deletion.

Evaluation of expressior’ in infix, postfix & prefix ferms using stack. Recursion.

Linear linked lists: singy, doubly and circularly connected linear linked lists- insertion, deletion
at/ from beginning and any point in ordered or unordered lists. Comparison of arrays and linked
lists as data structures, various implementations of Linked list. '

Searéhing: Sequential ar.d binary scarch

Sorting: Insertion, quick,' heap, topological and bubble sorting algorithms.

Non-Linear Structures: Definition of tree, binary tree, tree traversal binary search ftree, B-tree |
B+ tree, AVL tree, Thrcad;d binary tree.

'Graplls: Definition its various representations Depth first and breadth first traversal of graphs,
spanning tree, Single so:irce single destination shortest path algorithms.

i

TEXT BOOKS __ : :
I. Data Structures in C/C++, Tanenbaum, Pearson |
2. Data Structure and £ Igorithms, Pai TMGH . ?

\
1

REFERENCH BOOK:,

T™MH . g l
| 2. Data Structures in C/C-++; Horowitz

N

1

[. An introduction to cata structures with a

< 2 i
3. Data Structures in Ci-+, Weiss, Parson | =

St

|

Saw iincy,,ti'gigqtiy

Lot

; ;
pplications By Jéan-Paul Tremblay, P.

G. Sorenson,

1
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Admission Year (AY) 2015-16 2016-17 2017-18 2018-19

Scheme Code (SC) 2015CSE | 2016CSE 2017CSE - | 2017CSE

Scheme Code - 2015CSE

' 3CSU03 DIGITAL ELECTRONICS B B o
e - MAX:MARKS(50+100)

ObjecﬂVesl

To identify various number systéh;s and work with Boolean Algebra.

To ﬁnglerstanc{ viitious logic gates and their technologies

To understand the Working of combinational ¢ircuits and learn theit design concepts.

To learn workfingfo’_f various typés of flip flops used for designing registers and cotinters

and other sequensial circuits. .

To learn equivalence of a circuit design and Boolean algebra and use it to optimize the
design

o et oy oS

Syllabus:

Number Systems, Basic Logic Gates &Boolean Algebra: Binary Arithmetic & Radix
representation of different numbers. Sign & magnitude representation, Fixed point
representation, complement notation, various codes & arithmetic in different codes & their inter

conversion. Features of logic algebra, postulates of Boolean algebra, Theorems of Boolean
algebra, Boolean function.

Derived logic gates: Exclusive-OR, NAND, NOR gates, their block diagrams and truth tables.
Logic diagrams from Boolean expressions and vica-versa. Converting logic diagrams to
universal logic. Positive, negative and mixed logic, Logic gate conversion.

Minimization chhniqii::es: Minterm, Maxterm, Karnaugh Map, K map upto 4 variables,
Simplification of logic {unctions with K-map, conversion of truth tables in POS snd SOP form.
Incomplete specified furictions. Variable mapping.Quinn-McKlusky minimization techniques.

Combinatignal* Systcms;:' - Combinational logic circuit design, half and full adder, subtractor.
Binary serial and parailel adders. BCD adder. Binary multiplier. Decoder: Binaty to Gray

‘decoder, BCD to dezimal, 'BCD to 7-segment . decoder.  Multiplexer, de;mulliplcxer,
encoder.Octal to binarv, BCD to excess-3 encoderiDiode switching mattix.Desigh of logic
cireuits by multiplexers. encoders, decoders and demiulfiplexers. ST
Sequential Systems: Latches, flip-flops, R-8, D, JK; Master Slave flip flops. 'chnvc:s101zs of
ﬂig-ﬂops. Counters: Asynchironous (tipple),: synchtonous ;andsynchronousv-decédé:_ counter,
- Mddulus couhter, skipping ‘stale t:buntér, counter degign. Ring counter. Céunter f%qij)licati'ons.
iR"q' isters: buffer register, shjﬂ 'x!'c'gi'ster'.i e b ! (e b

i

A BOOKE - B s e e g
| Digital Lo%ijc.and Comp

i Logic and Complitet Desigh|By M(Molris Mabo| Pearson,
| Digital circlit design Byzsxﬁui_yghgnan; Sarivdahagan, Vikas: publications,

. ; ‘:;‘ t
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Admission Year (AY) 2015-16 2016-17 2017-18 2018-19

Scheme Code (SC) 2015CSE 2016CSE 2017CSE 2017CSE
Scheme Code - 2015CSE

’ “ -.‘?1;. St R R P ﬂ.;.» Lo
REI‘ERE CE! BOOKS : ‘ b
1. Digital integrated electronics, By Herbc{t Taub, analdL Schnllmg, TMH |
2. Modermn Digital Electronics By R.P. Jain, TMH |
3. Fundamcntals of Digital circuits By A Anandkumar PHI : ,

13



Admission Year (AY) 2015-16 2016-17 2017-18 2018-19

Scheme Code (SC) 2015CSE | 2016CSE 2017CSE 2017CSE

Scheme Code - 2015CSE

3cion4 SOFTWARE ENGINEERING

1 s

MAX_MARKS(50+100)

¢
P |

Objectives: ‘ :‘ :

. Comprehend software development life cycle.

2. Prepare SRS document for a project

3. Apply software design and &evelopmem techniques.

4. Identify verification and validation methods in a software enginecring project.
5. Implement testing methods at each phase of SDLC. | . |

6.

Analyze and /‘{pply project management techniques for a case study

Syllabus:

Introduction - Evolving role of software
engincering laycred technology

Software process & Software process models , The linear

: Soﬁware a crisis on the Horizon, Software Myths Software

sequential model ,The prototyping model , The

RAID model , Evolutionary models , Comp(mcn; based developmient y The formal methods model ,

Fourth gencration techniques ! !

Project management concepts, Software Process and project metrics,
project estimation, Risk managernent, RMMM plans

Project scheduling and tracking, Soﬂward‘quali;y assurance,

Requirement analysis-software iprototyping-Specification Review Analysis modeling,

functional modeling

Software configuration management,

Software project planning, Software

Data modeling-

Behavioral modeling Data dict'j‘ohary Design concepts aiid principles, Effective modular dcsi;;n, design

heuristics, Design model; Documentation

Software 'dcsign~S‘oﬂwarc archilcclu'rc:, Data .dcsigning,l

" - Software testing techniques-Wkite box and bla
technique, System testing - debugging

'EXT BOOKS - e
Software Engincering By Roger S. Pressman, TMH -
Software Engineering By Tan Sommerville . sickes

[l S |

b

EFERENCE BOOKS

L, ]

University Press - Sl i e
- Software Engineering Concepts By Richard E. Fairley (Mcgraw-Hill) 7

]

:

' Architectural styles, Transform mapping,
Transaction mapping, Refining rchitectural design User interface design, Component level design

ck box testing, Unit tcéting, integrating testing, validation
] .

. Software Edgineering. I"undamentnl By Ali Behforooz, Frederick J H“dSU‘P; Oxford

14




Admission Year (AY) 2015-16 2016-17 2017-18 2018-19

Scheme Code (SC) 2015CSE | 2016CSE 2017CSE :2017CSE

Scheme Code - 2015CSE

3CSUD5 OBJECT ORIENTED PROGRAMMING

| MAX_MARKS(50+100)
Objective : The objective of this course is to provide knowledge about programming basics that
might be useful to B.Tech. Computer Science and Information Technology student, i

Syllabus:

Introduction to programming paradigms- (Process oriented and Object oriented). Cbnccpl
of object, class, objects as viriables of class data tybc’, difference in structures and class in terms
of access to members, private and pubiic Basics of C+++: Structure of C-++ programs,
introduction to defining member functions within and outside a class, keyword using,
declaring class, creating objects, constructors & destructor ﬁmctions, Initializing member
values with and without use of constructors, simple programs to access & manipulate
data members, cin and cout functions. Dangers of returning reference to a private data
member, constant objects and members function, composition of classes, friend functions and

classes, using this pointer, ‘creating and destroying objects dynamically using new and delete
operators. 1 g ' ' :

Static class members, members of a cla _
OOP- Data hiding, Enéapsulalion, data security. . . :

Operator ovetloading;: I‘-‘ux{d'amcnlals,xR

gst'ric(ions,' opetator functions as class members v/s as
friend functions. Ovetloadirg stream fu

nétion, binary operators and unary operators.

Inheritance: Base classes sad derived classes, protected members, rélalionship between base

class and derived classes, constructors and destructors in derived classes, public, private and

protected inheritance, relationship fémbng objects in an inheritance hierarchy, abstract classes,
virtual functions and dynamic binding, virtual destructors.

Multiple inheri(ahce, virtuaf. base classes;‘poimcrs'td classes and class members, multiple class
members. Templates, exception handling. - o

TEXT BOOKS: : : ok
|

i $ A |

1+ Howito Program C++, Dietel, Pearson

2 Mastering C++ By KiR:Venugopal, TMH A B

‘REFERENCE BOOKS

—

' Object Oriented Programming in C++ ﬁy,Rf)bcrt Lafore, Pearson

[y

Object Oricnted Design { Modelling, Rambaugh, Pearson -
WG SR EIET
. ‘_.\ . . i :

15




Admission Year (AY) 2015-16 2016-17 2017-18 2018-19
Scheme Code (SC) 2015CSE 2016CSE 2017CSE 2017CSE
Scheme Code - 2015CSE
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Random Vahables' :stcrele and Contlnuaus randdl‘n vax“xébi&é, Jomt dlslrlbhhon, Probablhly
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5

Mathemahcal Expcctnnoﬁss Moments, Momént Generating Functwhs, varmnce and correlauon 4
Vil .coefﬁclent§ Chebyshev 8 Inéi]\lahty‘Skgbﬂ_‘ : s,; ‘;ﬁ , 3) 3 RIS
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Admission Year (AY) 2015-16 2016-17 2017-18 2018-19
Scheme Code (SC) 2015CSE 2016CSE 2017CSE 2017CSE
Scheme Code - 2015CSE

2. Advanced Engih_épring,MgthematiCs, Denis Zill and Warren Wright, pg 207 to 251, Jones
& Bartlett India Private Limited, 201 1. '

3. Introductory Methods of Numerical Analysis, S. S. Sastry, PHI Lerning, 2012.
REFERENCE BOOKS: = | |

1. -Advanced Engineexiing'Malhcmatics, 4th Editions, Jain and Iyengar ,Narosa Publications.

2. Higher Enginecring Mathematics, B. V. Ramana, 1% Edi{t‘ibn, McGraw Hill Education,

i

2014, ;

3. Engineering Statistics; Montgomery, Runger aiid Hubele; Wiley Publication, 2014.

A First Course in Mumerical Methods; Uri M Asher and Chen Greif, SIAM Publication,
2015.

5. Introduction to _Probability‘and Statistics; Seymour Lipschutz and John J. Schiller;
Schaum Outline Series: 2011. ' :

Introduction to Probability and Statistics for Engineers and Scientists; Sheldon M. Ross;
Fifth Edition, 2010."

AR eI
'\V -1\\‘\u ; %/
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Admission Year (AY) 2015-I6l 2016-17 2017-18 2018-19

Scheme Code (SC) 2015CSE | 2016CSE 2017CSE 2017CSE

Scheme Code - 2015CSE

3CSU07 ELECTRONIC DEVICES AND CIRCUITS LAB

'
MAX_MARKS(50+25)

Objectives:

1 Understand the nature and scope ofimodern electronics.
Describe physical models of basic components.

3 Design and construst simple electronic circuits to accomphsh a specific function, e.g.,
designing amplifiers, ADC converters etc.

4  Understand their caabilities and limitations and make decisions regarding their best
utilization in a spec:fic situation.

List of Experiments

1. Plot V-I characteristic of P-N junction diode & calculate cut-in voltage, reverse Saturation
current and static & dynan ic resistances.

2 Plot V-I characteristic of zener diode and study of zener diode as 'voltage regulator. Observe
the effect of load changes and determine load limits of the voltage regulator.

3 Plot frequency responsc urve for single stage amplifier and to determine gain bandwidth
product. .

4 Plot drain current - drain voltage and drain current — gate bias characteristics of field effect
transistor and measure of Idss&Vp

5 Application of Diode as cllppcr & clamper

6 Plot gain- frequency characteristic of two stages RC coupled amplifier & calculate its
bandwidth and compare it wwith theoretical value.

7 Plot gain- frequency chat acteristic of emitter follower & find out its input and output
resistances.

8Plot input and output chaiacteristics of BJT in CB CC and CE configurations. Find th:eir h--
parameters.

9 Plot gam-frcqucncy characteristics of BJT amplxﬁer with and without negatlve feedback in the.

emitter circuit and dctcrmmc batidwidths, gain bandwidth products and gains at 1kHz with and
without negative feedback. -

10 Plot and study the characlcnstlcs of small signal amphﬂer using FET.

- 11 Stﬂdy Wein brxdgc oscnllator and obschc the effcct of variation in R & C on oscillator

frcqucncy | B
R e b

ll
|l
S oo P s
Wb e e

18




Admission Year (AY) 20!5-16 2016-17 2017-18 2018-19
Scheme Code (SC) 2015CSE 2016CSE 2017CSE 2017CSE
Scheme Code - 2015CSE

12 Study transistor phase shift oscillator and observe the effect of variation in R & C on
oscillator frequency and compare with theoretical value.

13 To plof the l’characteristi:g':s of UJT and UJT as relaxation.

*

14 To plot the characteristics of MOSFET and CMOS.
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 3CSUOB DATA STRUCTURES AND ALGORITHMS LAB
| ¥ ' i MAX_MARKS(50+25)

¥

Objéctives: ;

To implement coh%epts of linear data structures lil'(c‘Su;ck and Queue.
To implement varfc}us Sorting and Searching Techniques.

To learn programming same problems using both arrays and pointers.
To implement concepts of non-linear data structures

»

4

v s

~ List of Experiments:

I Write a simple C program on a 32 bit compiler to understand the concept of array storage,

size of a word. The program shall be written illustrating the concept of row major and
column major storage, Find the address of element and verify it with the theoretical valuc.
Program may be written for arrays upto 4-dimensions. ;

2 Simulate a stack, queue, circular queue and dequeue usiiig a one dimensional array as

storage element. The! program should iniplement the basic addition, deletion and traversal
operations.

3 Represent a 2-variable pol
addition of polynomials.

4 Represent a sparse matrix using array. Im
using the representation. B

5 Implement singly, doubly and circdlarly connected linked lists illustrating operations like
~ addition at different locations, deletion from specified locations and traversal.

Repeat exercises 2, 3'& 4 with linked structure, _
Implementation of biija}y tree with Ap.pcratipn‘s like addition, deletion, traversal.
Depth first and bréadth first traversal of graphs represented using adjacency matrix and list,
Impleme.niation of biﬁary search in arrays ahd on linked Binary Scarch Trec.

10 Implementation of insertion, quick, heap, topological and bubblé sorting algorithms.
e : : ; ;

W/%/ \\\\\gv :  ;,,1\.6"5‘"

ynomial using array. Use this reptesentation to implement

plement addition and transposition operations

4) L
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' 3CSU09 DIGITAL ELECTRONICS LAB

MAX_MARKS(50+25)
Objectives: ’

. Understand electrical conduction in solid state materials

Analyze and design dec and switching circuits containing diodes and transistors
Analyze and design combmauonal logic circuits at the transistor level
Develop skill with computer-bascd circuit simulation

il o

List of Experiments:

1. To verify the truth tables of basic logic gates: AND, OR, NOR, NAND, NOR also to verify
the truth table of Ex-OR, Ex-NOR (For 2,3, & 4 inputs using gales with 2, 3, & 4 inputs).

2 To verify the truth table of OR, AND, NOR, Ex-OR, Ex-NOR realized using
NAND & NOR gates. ;

3 To realize an SOP and POS expression.

4 To realize Half Adder/ Subtractor & F ull Adder/ Subtraclor using NAND & NOR: gates and to
verify their truth tables.

5 To realize a 4-bit Ripple Adder/ Subtractor using basic Half Addcr/ Subtractor & basxc Full
Adder/ Subtractor.

6 To verify the truth table of 4-to-1 multiplexer and 1-to-4 demultiplexer. Realize themultiplexer
using basic gates only. Also to construct and 8-to-1 multiplexer and 1- lo-8dcmult|p[cxer using
blocks of 4-to-1 multiplexer and 1-to-4 demultlplexcr :

7 Design & Realize a combinational cxrcmt ‘that wxll accept a 2421 BCD code and drive a TIL -
312 seven-segment display. °

8 Using basic logic gates, realize thc R-S J-K and D-flip ﬂops with and without clock51gnal and
verify their truth table ; y

9 Construct a divide by 2,4 &8 asynchronous counter. Conslruct a 4-bit binary counter and ring
counter for a particular output patterh using D flip flop

10 Perforin mput/oulput opcra‘ions on parallel in/Parallel out and Serial in/Serial out registers
using clock. Also exercise loating only one of multlple values into the register using multiplexer.

7 VNote As far as possible, the experiments shall be performed on bread board. However,

experiment Nos 1-4 are to be Herformed on bread board only.
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Objective: The objective of
might be useful to B.Tech.
practical manner. These pro
Computer Science student, |

Syllabus:

I

‘Demonstrate compos:tion of class,

e

'
‘

1

3CSU10 OBJECT ORIENTED PROGRAMMING LAB

MAX_MARKS(50+25)

this course is to provide knowledge about programming basics that
. Computer Science and ‘Information Technology student, in more
gramming skills often occur in practical engineering problem of

i

To write a simple pzrdgram for understanding of C++ program structure without any

CLASS declaration. Program may be based on simple input output, understanding
of keyword using. -

Write a C+ program to demonstrate concept of declaration of class with public &
private member, constructors,

defining member functions w
accessing an object’s
handle name of obje
to each other.

object creation using constructors, access restrictions,
ithin and outside a class. Scope resolution operators,
data men;bér; and functions through different type of object
ct, reference to object, pointer to object, assigning class objects

Program involving multiple~ clagses (without inheritance) to ‘accomplish a task.

Demonstration Friend ﬁmc_tion friend classes.

Demonstration dynamic memory. management using:new &delete & static class

- members. :

Demonstration of ~ restrictions  an operator - overloading, operator functions | as
member function and/ or friend function, overloading stream insertion and stream
extraction, operators overloading operators etc,

Demonstrator use f protected members, public & private protected clas:

cs, multi-
level inheritance etc. ; B :

Demonstration of exception handling.

22
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Semester IV
Branch CSE
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: % 2017-18 2018-19
ission Year (AY) 2015-16 | 201617
é‘fh"e’.'ii"é'f,d&sé) 2015CSE | 2016CSE | 2017CSE | 2017CSE

Scheme Code - 2015CSE | : et S

o 4C8UK MICROPROCESSOR AND INTERFACES
| ‘ Maximum Marks (50+100)
Objective;

'-fl‘hb?bw GGHVGM’WS%Uiﬂﬂﬂ‘t@ﬂo‘ﬂﬁéﬂfhwfef‘éé'&fﬁ(imﬁ“ﬂtf oduction to

i RS ST s g s g
hét‘dWﬁfé?iflfeffa’c’if'lt-rféft‘@mﬂ'ﬂﬁiéfﬁéiiﬁtfiilléEHIiH -'iﬁqéffﬁiiféﬁféé&:ﬁtié‘b"ském design considerations,
Syllabus: : '

Introduction to Microproccs'sors, microcontroller; 8085 Microprocessor Architecture, pin

description, Bus concept  and organization; concept of multiplexing and de-multiplexing of
buses; concept of static and dynamic RAM, type of ROM, memory map.

Software architectyre registers and signals, Classification of instruction, Instruction set,

addressing modes, Assembly Language Programming and Debugging, Programming Technique,
instruction Format and timing. -

Advance Assembly Lan‘g_ugxgge Program‘min_g', Cotriter and time delay; types of Interrupt and their
uses, RST instructions g their uses, *8259°

. programmable intefrupt controller; Macros,
subroutinc;’Stack‘-'implementation and uses with examples; Memory imerfacing. .

8085 Microprocessor interfacing:, 8255 PEOgrammablé Peripheral Interface, 8254 programmable
interval timer, interfacing of Input/output device, 8279 Key board/Display interface.

Microprocessor Applicaticn: Interfacing scanned multiplexed display and liquid crystal display,
Interfacing and Matrix Keyboard, MPU Design; USART 8251, RS232C and RS422A, Parallel
interface- Centronics and IEEE 488. =

Text/Reference books

1. MiCropr'oceSSOr-architt:‘ct(xre, programming, and applications with the 8085 By Ramesh S
» . Gaonkar ' s : . ' ‘

2 Introduction to Microﬁroccssor By Aditya P, Mathur; /
3. Microprocessor &Interfaceing B

4. Microprocessor & Peripl

24
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: »
B

4CSUOZ' i DISCRETE MATHEMATICS §T RUCTURE

, r P ' Mammum Marks (50+100)

Objectives:

+  Sortie fuindafmehtal matiéfidtical *euneé'*té

“mwmmmvaWme

exariples.

Set Theory:Definition and types, Set operations, Partition of set, Cardinality (Inclusion-
Exclusion & Addition Pt*ncxples)

Relations: Definition, Bmary Relation, Matrix of Relation, Digraph of Relation, Properties of
Relations, Equivalence relations and partition, Equivalence Class, The Connectivity Relations,
Operations on Relations, Cldsures of Relation, Transitive Closure-Warshall s Algorithm.

Functions:Concept, Some ' Special Funclidns (Cha’raclensuc,' Floot & Cenhngl‘unctlons),

Properties of Functions, The Pigeonhole &Generalized Pigeonhole Principles, Composition of
Functions.

Language of Logie: Proposition; Compound Proposition, Conjunction, Disjunction, Implication,
- Converse, Inverse &Cbntrpositive, Blcondltlonal Statements, tautology, Contradwtxon &

. Contingency, Logical Equnvalences, QUunuﬁcrs Argumcnts v

Methods of Proof: Dlrect lndu‘ect Principle of Mathematical Induction.

Graph Theory: Graphs- Dlrecled Undirected, Snnple, Adjacency & Incnancc Deglcc of
Vertex, Subgraph, Complete graph, Cycle’ & Wheel Graph, Bipartite & Cohlplcle Bipartite

Graph, Weighed Grap, Complete Graphs, Isomorphic Graphs, Path, Cycles & Cll‘CllIlS 0
Euclerian& Hamiltoniar Graphs.

?

Trees: Definition, Spanmng Trees, Minimal Spanning I‘rces,Prlm s Algo, Kmskal’sAlgo

Text/Reference books 2 poe R P T
Discrete Malhemalu.al Analyms, Kolman @t al., Peatson Lducauon ' 5
Discrete Mathematics: and its Applications; Kenrieth H. Rosen, MAC GRAW 1IlLL

Discrete Matherhatical Siructures, Lipschutz& Lipson, MAC GRAW HILL /
Discrete Mathematics wnh Apphcallons, Koshy, LLSEVIER

ool . S
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2015-16

2016-17

2017-18

2018-19

Scheme Code (SC)

2015CSE

2016CSE

2017CSE

2017CSE

Scheme Code - 2015CSE

VA

S TR R
g LT e

ObJectwe-

o I T I-.$ 2

g8 - 2 1
‘n. “p

The obJechve bf thls €0 ll%e 1s to xﬁ(roduce d)n R/Linux kemel progrnmming techmques that

useful in B.Tech. Computef sciefice’ zmd Infobhatlon Technology studerits ‘ih, more! practical

manner, Thls course. alsu prowde the kﬁ{fw(ccfge "of! "shell scnptmg and Lmux ttmls and
appllcahons i ‘

Syllabu’s' g -.;;} ! G . ’
Introduchon. Loggmg in,ﬂchungmg password (pdsswd commund only), an, xmdn, ‘info
commands to access on liné help. Snmple commands hke Is. cp, myy grep, ‘héad, tail; SOPt, uniq,
diff. echar, date, which, Wwherels; wlmus, who, j‘nger w (ophon zmd Vanahohs mcluded)

Directory c:ommands, acces§ permlssmns, changmg access permnssmns for ﬁles and dxrecloncs,
hard & symbolic lmks.Env:tonmcnt and path settmg. AR :

vi editor: Creating and cdltmg ﬁles, features of Vi mscrtmn deletlon,isearchmg,Aubstltutlon

operahons, yank, put, delete comthénds, reading & wntmg filés, exre file for scttmg parametcrs
advance edmng tecl‘mlquc s. Vim (improved vi). - 4

Prc)grammmg utilities: Compxling & linking C, C-++ pmgrams, make utility, debuggmg Q.
programs using gdb, systc m call.

'
; 5 ;
LAt | IS YO RO 1 2

| Introductlon to X‘Wmdt)w system K-window ds chcnt/ 3crvéx system, concept Olen(lOW

manager, remote tomputmg & local displiys, sinitre file, custorize X wmk enwronmem and

- applications, customxzmg the Sfowm window mdnager : '

JShell Meaning arid purpose of shiell, Inttoduction to types of shell. The command lme, standard

input and staﬂdﬁrd bufput,ltcdlret:tlon,‘plpes, ﬁltels s]‘)ecml charactérs foq searching fi les and
pathnames

y LT ’ )
l‘> ii, .'~-::i (.lq{u ST Dy oy vign ATl

.

Bourhe Agam Shell: shell schpt-Wmmg ahd eXecutmg, comitid scparauon & érdupmg,

;‘edlrcctmn, dlrectory staék mampulatlon p!;ocesses pammeters & variables, keywé)rd vanhblcs

$hell Prdgramming Coﬁtrol strictires, thé Here dowment eXpandmg NULL or SE{‘ variables,

 Built-its, functions, histoty, aliases, job controi ﬁlename substxtutlon source codc

mﬁ;i_g;iggm_ent-
Rcs and cvs awk utility, :

ek Yooy,
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2015CSE

2016CSE
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4,

5 Blum,.Breénhhan, Liﬂu "’¢" ;
At Ll J,a-m, Sfi""..“‘..'_‘_lf!’“z it
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| Admission Year (AY) | 2015-16 | 2016-17 | 2017-18 | 2018-19 |
|_Scheme Code (SC) | 2015CSE | 2016CSE | 2017CSE | 2017CSE |
Scheme Code - 2015CSE

4 'svm ANALYSIS 6F ALGORITHMS

" Maximbm Marks (50+100)

Objectives- To teach \(aru, problem solvmg stra}egles To teach mathematical background for
algotithm/ analysis and im ementatiort of various strategies like divide ‘and" conquer, Greedy

method, Dynamic prograﬂimng, backtracking. Brahch ‘and-bouid: To teach différent string
matching algorithms.

Contents of the subject

BACKGROUND: - Revxew of Algoﬁthm Complexny Ordéf Notétions‘ deﬂn’ltnons and

mnalaslatlo

wnvulullllb vvhlycvt\n -.J

DIVIDE AND' CONQUEli METHOD: Bihary Search ‘Merge Sort, Quick sort and Strassen s
matrix multiplication algonthms

GREEDY METHOD: Knaosack Problem. Job SeaUencmn Ontumal Merge Patterns and
M:mmal Spanning Trees. |

! foFv « X

DYNAMIC PROGRAM‘VIING Matnx Cham Multlphcanoh Longest Common
Subsequence and 0/1 Knapsack Problem.

'BRANCH AND BOUHND:. Travelmg ‘Salesman Problem and Lower Bound Theory.
- Backtracking Algonthms ttﬂ‘d queens problem.

PATTERN MATCHING ALGORITHMS Naive and Rabin Karp string matchmg algorithms,

vnqnxl.. Ao v d TP madmis B i A
TANMAAWAAVA e uv.’» av AU\IA\-' llls\ll lunuo

A ;ASSIGNMENT PROBLEMS Formulation of Assngnmcnt and Quadratic Assngnmcnt
"Problem. . : ;

RANDOMIZED ALGCRITHMS- Las Vegas algorithms. Monte  Carlo  algorithms,
-randomized algorithm for Min-Cut, randomized algorithm for 2- SAT. Problem. definition of
[ Multncommodlty flow, Flow shop schedulmg and Network capacity assignment problems.

f NUMBER THEORITIC ALGORITHM Number theoretic notions, Division theorem, GCD,
' recursion. Modular anthrr etic. Solving Modular Linear eaudtion. Chinese Remainder Theorem.
power of an element, Computatlon of Dlscrete Loganthms primality Tectmg anrd lnteger

FactOnzatuon 7&%

A 77
o= N : . \/J/ Q:;LC! —V {3/

R Ea it

i
BB R g |
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Admission Year (AY) 2015-16

201617, | 2077 :
Scheme Code (SC) 2015CSE s | 201819

2016CSE 2017CS
Scheme Code - 2015CSE . E | 2017CSE

R

4cs t‘)s pnmcxpms bi«* c:oMMuntcmom |
;7 ‘§_g Maximum‘Mdrlts (504»100)

ObjectlveS‘

l‘ ‘I‘d mtroduce cmHnnumééfué‘f; ﬂld“ dr{\%st “.'tg-:v" E/p ¥ mumcat:on in
0 Vi vakiety of ét)hf%)&té moihdlhﬁ”{ﬂat of it '*niaﬁ’éi!ci‘ Uf" it 1%<rahoh dt’i‘d changé

2. To evaluate and;d:scuks the chdractér stks of good commumcahbh and hbw to
1mproveom-'éommum¢ﬁtxén. it n 1::‘ ;' “--':‘ paAll

Splabes: g

. ANALOG MODULATION Cdnéept of freqi)ehcy trahslatmn Amphtude Modulation:

'Descnptmn of full AM, DSBSC, $SB and VSB i iime and frequency domains, methods of
generation & demodulatmn frequency division| multaplekmg (EDM). Angle Modulahon Phase

~and frequericy modulation. ‘Descnptions of FM Isignal in time'and frequency domams methods
of generatlon & demodulatlﬁn, pres emphams & de«éinphﬁsns, PLL

PULSE ANALOG MODULATION Ideal samplmg; Shmplmg; QmOrem almsmg, mterpolatlon,

natural and flat top sampling in time and frequency domains. Introdtction to PAM PWM, PPM
modulation schieines. Tlme dlwslon multxplexmg (TDM)

PCM & DELTA MODUUAT]ON SYSTEMS Umfonn ‘and Non-uniform quantization. PCM

- and delta; ‘modulation, Signal to quantization noise tatio in PCM and delta modulation. DPCM,

' ADM T1 Carriex Systcm Matched ﬁlter detéctxon Error probablhly in PCM systefn L
i+ l‘ .u""' AR “a t

DIGlTAL MODULATICN BaSeband‘ transmlssmn Lme codmg (RZ \NRZ), inter . symbol

: mlerference ¢IS1y,. pulse ‘shaping,' Nyqulst ctiterion for dmtomon free base band transmission,

rdised cosine ‘spectrum. Pass: band transmission:  Geometfic interpretation  of signals,

_ orthogonalization. ASK, PSK, FSK, QPSK and MSI{ modulatxon techniques, cohcuem detection
"ahd calculation of error e obabilities.

! SPREAD~SPEC I RUM N'ODULATION lmroqlucuon, Pscudo-Nmse sequences, dlrectseqUence
sbread spectrum (DSSS) With coherent BPSK,: ‘processing gain, probablllty of errdr frcqucncy-
I hop spread spcctrum (FHSS) Appllcatlon of spread spectrum CDMA

'l‘l

-
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Admission Year (AY) 2015-16 | 2016-17 2017-18 2018-19
Scheme Code (SC) 2015CSE | " 2016CSE 2017CSE 2017CSE
Schcmc Codc 2015CSE

e a2 e -~

i ,Actsvos compvlvmmnmwonxsl‘ it T i

fides t Fraty Liga s “!h _-',.,"f T A llf“‘ » ;}- 3 1”1 Sl e (e 243 i l

L oot i :.,anxxmum'Marl{sx(50+100)

r 11
| el K58 |
. {:]

Objecnw e

To make students | %ln archxtecttlré of data commumcauon networks

| ‘Bliild'an uﬂderslan:l l‘lg of the furdaitlental ¢ Coneepts dchlllpuler nel»l/orkmg
E)lplam how cofim mcatlon Wol'k‘s in data netyworks arid tllé Illlerhe't i
Reécognize the dnffelent mtemetWorkmg demcs and theit l"unct:on,s, et
Analyze the Servnceé and featitres of the Vanous layers of data netWorks
Design, calculate, ,zmd Japply sulihet lllllskSHaﬂdliaddl‘essés o fulf ll networkmg'
requirements, .5 i o A ERE i G g e

7. Analyze the fedulras‘ ﬁﬁé obelauonslofvmous. abblleatnoh layerwpmlocols suoh as Htlp,
" DNS, andSMTP ez AN :

>~

R

u‘

"‘)’]"!i ll‘c

Gty AT i ,'f:':'gf» 55N fed oty gt
Syllabus: _’". N 1k
3

Network Rel‘erencc Models‘(OSI/lSO dnd’ ‘I‘CP/IP) lSSueé ancl Chullehges in Physzcal Layer.

Data Link Layer: llmcllons of data’link laycr and: des:gn issues, Flow Contlol ‘Flow, control in

lossless and lossy channels’ uslng stop-and-wmt slldlng Wmdow protOCols Pcrformance of

protocols used for flow control
H l 5

Error Control Codmg Erroﬁ Detectlon, Two Dlmensmnal Panty Checks, and lntcmet Checksum.
l Polynomlal Codes, Standardlzed polynomlal codes, erforldetectmg cnpablllty ofa polynomial

‘codés Lihear codes,’ perfo matice: of :linear codes, error defection’ & correction’ umng linear
' codes, Data Lmk Control LC & PPP. mc.ludmg frae structures. .

- MAC sub laycr Chmmel /\llocallon Problem Purc ancl slollcd Alolm CSMA CSMA/CD

_ collision free multiple access, Througlmut ahalysw of pure. ahd sloltcd Aloha, Elhcmcl
Pérformancc

Network layer-desngn lSSuo, loutmg algorntth‘ Dxét{mce veotor; link state, lnerarchmﬁl
Broadcast routing, Congésuon control: cohgeétlon préventlon pollcxes, congestioh control in
i Dlatagram subncts, load sh..ddmg, jitter comrol Leaky buicket and token bucket algorlthms

etwork layer in the lntemet IPv4 classful and’ classless addresslng, subnetting Ne ' otk layer

: otocols(only workmg érld purpoSe. packet hcaders clc not mcludcd) lefercnccs m IPV6 over

::{temetworkmg leferem ds in netWorks; Tunn}almg, Imemetwmk routing, Fragme nahon
<P




Admission Year (ALY) 2015-16 v 2016-17 2017-18 2018-19 |
Scheme Code (SC) - 2015CSE 2016CSE 2017CSE 2017CSE
Scheme Code - 2015CSE ;

and fbuchx‘mg; hmluplexlhg*hnt{- iqemulhplexmg, 6rash lemvery, mtmduuhon {o UDP protocol
Phhcupleskdmthhﬁle matgﬁ'i‘ﬂih AR b

Transport Layér in: the Ihterhetﬁllntroductlon t0: TCI’,, TCP sétvmc Model, TCP IIeader and
segment structure, TCP. cohnﬂf:txon eslabhshmént aﬁd release transmxssnon pohcy, Adimer
inanagement, Ttansactmnal TCP"Moblle TCP Tdﬁ God!géstlon Coﬂt‘rol SEe

o ALEHTT R atka ! ‘H)‘ : et

Application Layer. meem Na g !§ys§em, QDNﬁ)e)ﬁl}A,‘!“ i ';;Flle _T}atlsfer I"}otm;ol (I‘TP),
Introduction’ tthetW(;rk secun Wit b

5 gc u{ ¥4
“Text/Reference Books" gl | ‘ farty &
v ik lg“ st v RAEED SR RN wali Biwl g e 8
i K TanenbaUm,ComputerNetwmkMthEdr,Pearson Edudahon i ol
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Admission Year (AY) 2015-16 2016-17 2017-18 2018-19

Scheme Code (SC) 2015CSE | 2016CSE 2017CSE 2017CSE

Scheme Code - 2015CSE

= i‘ .'

Ob.]ectwe. ""-'i“iffi"‘ Lol i i;

The. objerxtive of thrs lab 1&4 ﬁo ‘mtroducé thebns;os; r*ﬁ mLorpproCessor progrmhmmg;‘h:am, use of
mrcroprocessw in srmple applncatronsr this lab alss v M'Eﬂ‘éﬂﬁﬁl’&’ ﬁféﬁﬁalﬂﬂfﬁﬁﬂ\lﬁhon
tbrmurwd ' ~_f &Eébr’émwé ‘gémibw' i '{mgé‘ﬁfagrarhw \tetzhﬁlque!ﬁ designof

hﬁfd@ Yétiﬁrmihm .‘ r gl 3 AL TR o ~l.‘)':‘ :v":— di vl !

E,,Q_g_’n_i‘»!l.‘51_;‘.}jg{txfons.

3 J

List OfEipel'lménts. “ ‘ ‘. f 4t ."' '5‘;.;;”.”? . un:t‘r ,.; A r~ ’ gk ol ", 3 g

s

{  Add the contents Of memory locatrons XXOO &XXOI &pltﬂ:e‘ the resmt ifi mémory locauon :
XX 2 . 2415 mf '215 ké« w,\.m

2 Add the 16 bit. number$ stored m memory ldhauon &_ stoi"e tlre result m another memory
location. - o I i

‘Transfer a blook oﬁ data frohr memoljy.,
forward & reverse ‘ofdet: g

Write d program to Swap two blbck§ of dﬁta sto\‘éd“m m‘embry { i 5 '
Writé a program to ﬁnd the: squm of anuitiber. - g

r.
¥ g4
:‘ -’

- Write.a program to ﬂnd largest & Smallest.number from agiven' artaydi ik 4

i
-

Write a program (g, Sorv an-atray in: ascendmg & descbndmg order. ,

- Write a program {o mulhply two.8, bnt\numbers whose result is, 16 bit. .
10 Write a program ofdwrs:on oftwo 8 brt numbers, e e T T
[ Generate square waye fmm SOD pin of 8085 & obsecve on CRO

\ “i &
R P £ 10 B S PR

3

4

5

6 Write a main prbgram & d conVersron’ﬁubroutme to! cngert Bitiry to 1ts eq\iivalent BCD
|

8

9

12 Wnte a program to perform traffic lrght coritrol pperation. . - .. . 0
13 Wnte a program to chtrol the speed ofa motor g e e
b s il
‘l, ! kil |
ko ' ! :
i i '
{ ] A 3]
;- li i t 1 ;’“ :.‘ ! 1 , l . i g-.
; PR 1 :
| s li-i 3 r?;v.s:,\ Vi x‘ o | d i 1 o ;:r
v Pl v i i g | i
‘ | L |
[ N PR ‘- %
& EA it e T |
1 Gty SRR R } N VA
, A ¢ (1 i & ! 1
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Admission Year (AY) 2015-16

2016-17 2017-18 2018-1
‘Scheme Code (SC) 2015CSE | 2016CSE 2017CSE 20 l7CSgE
Scheme Code - 2015CSE ‘

= dFsuos scommmommmn

‘l- “

i e 2 -i | MaxlmUm Marks. (50+25)
{ ll : { nl H ' 4
Sl and uignal*eemmuﬁ'

| 6&t16h’§9éiéﬁl'thé‘6ry alla uesrgn”fwml i
emplrasrgqn kvrre,less oomlhunlt?puonsmethocls et it

i
'~ t '. I( %y vl
‘}ng!‘ Laleiye ity Ragit

1 llarmbmc anélyer of a%qtlare ane of modulafedlwésléﬁxrm Ol)sé:%‘\lc the amplltucle modulated
waveform and measures modulahoh mdex. Demodulnhoh df the ‘AM srgnal

2 To modulate & high freqUency cumer wlth smusmdnl s:gnal to obtain FM srgnal
DemodUlathll» fthe FMS}E"&LT i \: ’ ‘}‘»,. l* '.a »;‘ ‘—l' T

TRA 'lm,w:r;-,:-r.u,x‘;:u'-%:.:f;,:': s ;'» TR
3 To obserye. the follo\}vmg ina tran»smlsslon ll»ne de’lrlronslrator krt (L EE s
i. The propagauon of pulsc m,‘non-reﬂcclmg Transntrssron lxmé i ey

’. ,“‘ "Wa s ,‘:_K,‘ ¥ E,I:" SIE VelEar g
ii. The effect orlosses in ’l‘rénsr‘nlSsréli’ lmé il douik ; Sty :

ifi. The resonance characterlsucs of al half w:wélahgth long‘x~mrssrl7h lme 1 2 Lgioder ¥ '
4 To study’ and observe the operatron of a supet lreterodyneaecawer

\
i

,"'",‘ et S pkpe Fel ol :- &
5 To modulate a pulse camer wrth\smusordal sngual ato ‘obtain: PWMlsrgnal and demodulate it. |

6 To modulate a pulse cattier; WlthrSanSOIdal s:gnal to oBmm PPM §1gnal and dgmodulate it."
7 To observe pulse amplitude mddulated Waveformmnd :ts dembdulatron R
8 rTo obscrve the opetation of a PCM encoder and decodér “To. cdnsldbr redson for usmg
drgllal srgnal x-mrssrons of analog srghals;'i-' : :

"9 Produce ASK S|gnals, lmtlr aind v«hthol.lt cafr lél‘ shpplesSIblf ‘ BXamme llu. dlffclent

-.,: s ;j.rl,“‘ A TR TE Th L L P ot

Procésses requited for demodalatron m the tWO) eﬂsbs i s g
10 To observe the l‘SK wave forms nnd demodulate lhe ﬁSK 51gnals bas::d on thc prppcl'hes
of! (a) luned orrcmls (b) oh PI L '» AR : bt o
l 11! Tb study & obserVe the dmplltude reSponSc of automallc gam controller (AGC )- {1
T l ' =N H
BT T e U o
’ ; o i ‘x
. “ ’ : lv";l 2 .,!f ihy : '
i (S et L
{ .f Vi ' ‘ !
v | g ! ik e *
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Admission Year (AY) 2015-16 2016-17 2017-18 2018-1
Scheme Code (SC) : 2015CSE 2016CSE 2017CSE 2017CS?3
Scheme Code - 2015CSE

4CSUQ9  LINUX SHELL PROGRAMMINGLAR

- Maxinum Marks (50+25)

Objectivé:

List of Experiments

Use of Basic Unix S 1ell Commands: s, mkdlr rmdlr cd, cat banncr, louch, h

wc sort,
cut, grep, dd, dfspace, du, ulimit. -
Commands related to inode, I/O redirection and piping, process control commands ails
Shell Programming: )hell script exercises based on following '

(i) Interactive shell scnpts (ii) Pesitional parametets (iif) Arithmetic - -

(iv) if-then-fi, if-then-else-fi, hested if-else (v) Logical operators

(vi) else + if eqals lif, case structure (vii) while, until, for ldops, use of break

(viii) Metacharacters (ix) System administration: disk management and daily admmlstrat.
Write a shell script tc create a file in SUSER /class/batch directory. Follow the instructioa:
(i) Input a page profite to yourself, copy it into other existing file;

(ii) Start printing file at certain line

(iii) Print all the . dxhﬁzrcnce between two. ﬁle copy the . two files at $USER/CSC/2007
directory. - . ,
(iv) Print lines matching certain word pattem
Write shell sctipt for= -

. (i) Showing the count of users logged m, .

(ii) Printing’ Column usl of files in your home dlrcctory

. (iii) Listing your- jOb mth below normal priority

~ (iv) Continué runnin;; your job afler logging out:
10,

1.
2.
13.
I oe 14,

Write a shell scrlpt tc change data format Show the time taken in execution of! thls script

Write a shell scrlpt {0, print files: names in ‘a dlreclory Showmg date of crc:iuon & serial
number of the file. .- i

Write a shell scrxpt tc count lmcs, words’ and characlcrs in ns input (do not useEwc)

Write a shell script o] 'print end of a Glossary file in reverse order using Ar

1 ; ay. (Use awk
“tail) | AR -

Dcsngn programs for: dlfferent scheduhng algonthm of OS and compalc their performance.

L :\_,» AR TR () R ot G T T e kvt
e bRl IR
O O S . W LC/IW/
& ety : el T
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Admission Year (AY) 2015-16 2016-17 2017-18 2G18-19 ° | .

Scheme Code (SC) 2015CSE_| 2016CSE 2017CSE 2017CSE

Scheme Code - ZOISCSE

3. Problem on designing ;4]
example, a problem on design, anal
X f 3
requiring not more than one pass f;
!

G

must take O(k) time. You may use O(k) extra storage

e ——

| &
[

[ 1A
49 U010  ADVANCE DATA STRUCTURE LAB
e _

/ f , Maximum Marks (50+25)
f it

Objectives: Upon ¢ cessfil completion of this course, students should be able to:
- / : 1

’ H
I. Prove the corr/-ness and.analyze the

Junning time of the basic algorithmsfor those classic
problems in vari/# domains;-

2. Apply the 8f“\’;_rithms and design techniques to solve problems;
§ ,

¢

3 Analyze//domplexilles of various problems in different domains.

J
Su ggcsted’/ ols: For implementation and estimation of running time on various sizes

of inpul»"/” output(s) as the case may be, Linux platform is suggested.

EXE -SES: .
A. ‘8 expected that teachers wil] assign algorithms to the students for estimation of time &

s complexity. Algorithr:s reported n virios resedrch. jouthals may be chosen by the
chers. : - : :

gorithms to meet complexity constraints may beassigned. For
ysis and implementation for transposing a sparse matrix
rom the original matrix may be assigned,

A guide to such problems ‘s given below:

eap:. si .a binary heap containing n numbers (the root stores the
mber). Y i

.

ou are given a positive integer k'< n and a number x. You have to
I p is greater than x or not, Your algorithm
- ;

determine whether the k th argest elemetit ol the hea

|
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Admission Year (AY)

2015-16 2016-17

2017-18

2018-19

Scheme Code (SC)

2015CSE | 2016CSE

2017CSE

2017CSE

Scheme Code - 2015CSE

| 5CSUO1 DATABASEMANAGEMENT SYSTEM

Maximum Marks(50+100)

Objective:

The,knowledge acquired here will be utilized
database applications.

2. To cover the concepls of Rclt_itional data model and Relational Algebra
3. To provide corcept end need of database system
4

To make students design logical database with the help of E-R model.

in the laboratotry course for developing

Syllabus:

Introduction to database systems: Overview and Hislol")' of DBMS. File System v/s DBMS

-Advantage of DBMS Describing and Stoting Data in a DBMS. Queries in DBMS. Structure of a
DBMS.

:‘i

1
ir e

S

Entity Relationship mcdel: Overview of Data- Design Entities, Attributes and Entity Sels,
Relationship and Relationship Sets. Featutes of the ER ‘Model- Key Constraints, Participation
Consiraints, Weak Entities, Class Hierarchies, Aggregation, Conceptual Data Base, and Design
with ER Model- Entity v/s Attribute, Entity vs Relationship Binary vs Ternary Relationship and

Aggregation v/s ternary }'{.clati'onship Conceptual Design for a Liarge Enterprise.

Relationship Algebra and Caleulus: Relationship Algebra Selection and Projection, Set

Operations, Renaming, Joints, Division, Relation Calculus, Exprcssive Power of Algebra and

Calculus.

SQL quef:ics progranmii_ag @nd Triggers: The 'Fon'ns of a Basic SQL Qllery, Union, and
Intersection and EXéépt,’ : Nested Querfcs{ Correlated Nested Queries, Set-Comparison’

Operations, Aggregate Overators, Null Values and Embedded SQL, Dynamic SQL, ODBC and
JDBC, Triggers and Active Databases. '

G i

AT : ; S eA/ ;
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Admission Year (AY) 2015-16 2016-17 2017-18 2018-19
Scheme Code (SC) 2015CSE 2016CSE 2017CSE 2017CSE
Scheme Code - 2015CSE
s

Schema refinement and Normal forms: Iftroductions to Schema Refi

Dependencies, Boyce-Codd N'éf'nml Forms; Third Norma
1 -

into BCNF Decomposition into 3-NF.

nement, Functional

| Form, Normalization-Decomposition

Transaction Processing: Iritroduction-Transaction State, Transaction properties, Concurrent

, )
Executions. Need of Serializability, Conflict vs. View Serializability,

Testing for Serializability,
Recoverable Schedules, Caséadél'css Schedules.

Concurrency Control: Implementation of Concurrency: Lock-based protocols, Timestamp- -
based protocols, Validation-based protocols, Deadlock handling,

Database Failure and Recm;'ery: Database Failures, Recovery Schemes: Shadow Paging and

Log-based Recovery, Recover? with Concutrent transactions.

"
ool

Te*t/Reference Bodks:

I. H.f. Korth and Silberschatz: Database Systems Concepté, McGraw Hill

. Almasri and S.B: Navathe: Fundamentals of Database Systems.

C.J. Date: Data Base,tiesiglr, Addison Wesley

2
3. Ramakrishnan and G’eﬁrkg:D'dtabase Manag‘emem System, McGraw Hill
4
5. Hansen and Hansen ;_DBM and Desigﬁ, PHI
¢ ' ol
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Admission Year (AY) 2015-16 2016-17 2017-18 2018-19
Scheme Code (SC) (2015CSE | 2016CSE 2017CSE 2017CSE
Scheme Code - 2015CSE ) ’

- 15CSU02 OPERATING SYSTEM

<

Maximum Marks(50+100)
OBJECTIVES: ' :

To understand the 's"lméfthré and functions of 05~

To learn about Processes, Threads and Scheduling algorithms
To understand the principles of concurrency and Deddlocks
To learn various memory managenient schemes

To study /0 mariagement and File systems

Lol et o e

: Introduction and need of operating system, layered architecture/logical structure of operating
system, Type of OS, opei‘aling system as resource manager and virtual machine, OS services,
e BIOS, System Calls/Moriitor (ftfllf, Firmware- BIOS, Boot Strap Loader. '

Process management- Process model,  creation, termination, states & transitions, hierarchy,

context switching, process implementation, process control block, Basic System calls- Linux &
Windows.. Threads- processes versus threads, threading, concepts, models, kernel & user level

threads, thread usage, bencfits, multithreading models.

: ‘~;

Interprocess cotﬁﬁlﬁ'ljié;lxidﬁé In;tjrod‘dc":‘tjo;ﬁ to message passing, Race condition, critical section
problem, mutual exclusion . with busy: waitinQ-l Hisabling ‘interrupts, lock variables, strict
alteration, ’T’eterson’g'soiuiion, TSL "'i:xhls't:tl't;(!:v'tionls, busy waiting, slcép and |wakcup calls,
semaphore, monitors, clasical IPC problems.

Process scheduling- Baéic .coélc'ebts, classiﬁcgtgon, CPU z_ind l/O bot{nd, CPU,sti:heduler-‘ §hort,
medium, longéterm, dnS“:atcher, ‘s'ched‘uli“ng-::: pqemﬁbti@ an('i non-préeﬁ\pli{re, Static and
Dynamic Priority, C.o'-:oiperaiivvev & ﬁéh-éoopéralive,ﬂ Cfiieria/Gozils/PerfornL_ance. Metrics,
scheduling algorithms- FCES, SJFS, shortcstv_!'emaini_ng_ 1in'1be,A Round robin, Priority scheduling,
multilevel queué scheduling, ;n)ultilgvpl fcedbéck queue féll}ec‘i‘uling, Fair share scH eduling. -

t

: e * TR S ; iy b : 2 .

3
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Admission Year (AY) 2015-16 2016-17 2017-18 2018-19

Scheme Code (8C) 2015CSE 2016CSE 2017CSE 2017CSE
Scheme Code - 2015CSE
v

Deadlock- System model resource types, deadlock problem, deadiock characterization, methods

for deadlock handling, deadlo»k prcvcntlon deadlock avoidance, deadlock detection, recovery
-from deadlock.

Memory maliagement- concdbts, functions, logical and physucal address space, address binding,
degree of multlprogrammmg, swappmg, static & dynamlc loading- creating a lond module,
loadmg,, stalic & dynamlc lmkmg, shared llbrarlcs, memory allocation schemes- first fit, next fit,
best fit, worst;:,ﬁt-,;;gumk f t. Free space mariagemeént- bitmap, link list/free list, buddy’s system,

memory prdtéﬁﬁéﬁ and sharing, relocation and address translation.
ey , R :

Virtual Meﬁmry- b’once]»)t, virtual address space, paging scheme, pure segmentation and
segmétltatiéﬁ :wiith paging,,schetne ‘hardware support and implementation details, memory
frqgmentgti‘cir'j, d‘emand pagiﬁg,_ pre-paging, working set model, page fault frequency, thrashing,
-page replat‘;tatnent '_algorithms- bptitnul, NRU, FIFO, second chance, LRU, LRU- approximation
clock, WS clock; Belatly’s anomaly, distanc:ev sttitlg; desi'gn issues fo‘r paging system- local
versus global allocation policies, load control, page size, separate instruction and data spaces,
shared pages, cleaning policy, T LB ( translation look aside buffer) reach, inverted page table, 1/0

interlock, program structure, ppge fault handling, Basic idea of MM in Linux & windows.

i
- ] o . | S
File System- concepts, nammg, attnbutes, operatlons, types, structurc ﬁle orgamzatton &

access(chucntml Dlrcct lndex chucntlat) mcthods, memory mapped ﬁles dlrcctory structures
one level, two level, hxeraxclucal/tree acychc graph general graph file system rhounting, file

sharing, path name, dlrectory cperations, overview of file system in Linux & windows.

P

|

Input/Output subsystems- CO: 1ccpts, functlons/goals mput/omput devnces— block and chamcte.,

spooling, disk structure & q; sration, disk attachment dlsk storage capacnty, dts.t st.hedulmg
algonthm FCFS, SSTF, scan hedulmg,C -scan schcdulc

|

42



Admission Year (AY) 2015-16 ; 2016-17 2017-18 2018-19
Scheme Code (SC) 2015CSE 2016CSE 2017CSE 2017CSE
Scheme Code - 2015CSE

S

Text/Reference Books! ' Wk

l. A. Silberschatz and }’eter BI Galvin: Operating System Principals, Wiley India Pvt. Ltd.
2. Achyut S Godbole: Operaling Systems, Tata McGraw Hill

3. Tanenbaum: Moden?l‘Operating System, Prentice Hall.

4. DM Dhamdhere: Opérating Systems — A Concepts Based Approach, Tata McGraw Hill
5. Charles Crowly: Opé.,rating System A Design — Oriented Approach, Tata McGraw Hill.
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Admission Year (AY) 2015-16 ' 2016-17 2017-18 2018-19
Scheme Code (SC) 2015CSE 2016CSE 2017CSE 2017CSE
Scheme Code - 2015CSE '

e |

5csm03 THEORY oﬁ éOMPUTATION
i ii‘:' Ay '.

Maxmium Marks(50+100)

Objectlves. i '; ’_

Ve

a8 | ; : i :
1 Undei‘stﬂnd vnriouJ éompmmg modeis ilnke Fmite State Mnchinc, Puslidown
Autbmatn and 'hlrlng nmehinc. F

24 Be aware of Decidnbﬁicy aml mndesirability ol':\'armus problems. ;
3. Famnlmr with types of grammnrs :

Syllab‘us* :
Finite Automata & Regular Ekpressloh Basné Conéepts of ﬂmte stmc system, Detcrmlmstnc and
fon- detérmtplsno finite aulon&hhoﬂ and. deslgnihg feﬁlllﬁl‘ bxpressmns, rélationship between'

regular expressnon & l‘mnte al&{omam mmlmizahoh of ﬂmte aulomatnon mealy & Moore : 17
Machines: 37 wu ma e ! ok ‘r
' ; & T “~" . ‘ » -

5

Regular Sets of Regular Graramars:- Basic Deﬁmtmn of Formal Lariguage ahd Gramiars.

Regular Sets and Regular Grammats closure pmpomon of regular sets, Pumpmg lemma fon
regulur sets, decision Algomhms for rcgular sels,” !

i
’ " “y

Conlext Free Languages& PusthWH Amomatm Context Free Grammars Dcrwallons und
Languages - Relatlonshxp \belWeen denVahOn and dcrwahon trees, ambx guxty ,simplification of
CEG + Grelbach Normal fonn Chomsky nom’ial forms - Problems reldted to CNF and GNF

: Pushdown Automata Deﬁm ions ,Moves Determm:stlc phshdown automata Pushdown
» -automhta and CF E; pumpmg )emma for CFL Apphcntlons of | pumpmg Lemma

i

‘l\xrmg Machines: Turmg muchmes Computable Lm1guages and functions , Turing Machme )
-c&nstmctlons ,Storage in finite control , chetkiftg of symbbls shbroutmes ,two way ihfinite tape.
dndecnddblhty Propertn.s of.recursive and i{ecurswely énumerable languages, Umv*rsal Turing

aqhmes as‘an undecidable : )l'oblcm Umvcrsal Langhégcs - Rlce s Thcorems e
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Admission Year (AY) 2015-16 20i6-17 2017-18 2018-19
Scheme Code (SC) 2015CSE 2016CSE 2017CSE 2017CSE
Scheme Code - 2015CSE

Linear bouqded Automata C?ntext Séhsnwe Ldnguage‘ Choﬁxsky Hlerarchy of Languages and

automata,, 3as1c Dcﬁmtlot\ é’i‘descﬁptmns of Theoryf& Orgammtnbn of Lmear boundéd
Automata* ropemes of coﬂtékt-sehsmvc Ianguagesx ‘ 3

g1

H B

3% B |
4

Text/RefqrenceBooks” e .’3" :

1 Héﬁct‘oﬁ, MotWam and Ullmaﬁ, “Ih(roducnbh id Adtomata Theory, Formnl Ltmguages
© - and Computation,” Nti:osa L !

2. Coch “lntroductnomto Comﬁuter 'flerry Addxson Wesley
3. Paphdlmltrlou, “Introductmn to Theoty of Cdmputmg Prentice Hall.

4. John C.Mattin “Intrdduchon {0 Languages and The Theory of Computuhon”, third
. edmon TMH. : ;

-
2 o ™.
v
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Admission Year (AY) 2015-16 2016-17 2017-18 2018-19
Scheme Code (SC) 2015CSE | 2016CSE 2017CSE 2017CSE
Scheme Code - 2015CSE

)
‘ s

=
SdSU' 4 Computer Ar \k eeturé and: Orgamzhtion
¢ [ tF  vgoh §

| % i

Maxrmum Marks(50+100)

Objective! ;l he. objeetlve oft tis course rs to become 1famrhar in how compliter systéms work and
its basic prmciples, how 0 ahalyze the systc?n pérfonﬁancc concepts behind - advanced
pipelifing: tEChmques, the ¢ rrent state of aft in memory’ system design, how /O devices are
béing adce5$ed and its phncrt}ies to! pro‘eré the knowledge bi instruction Level l’arallehSm

‘Syllnbus:

l § .

~ Introduction to Computer Archrtecture and Orgamzahon Von ‘Netman Archrtecture llynn
.Classrﬁoa(ron b

Register' Transfer hnd Mrcto operatrth‘ Reglster transfcr languagc, Arrthmcuc Mrcro-

operations, Logic Mrcro-oper"auons, Shrﬁ Mrcroaoﬁel‘atrong, Bus and iemory transfers.

i

Computer Orgamzatron and Desrgn Instructron cyclc, compuler regrsters, comthon bus system,
computer mstructrons, addre ,smg modes, desrgn of a basic computer.

Central Processmg Unit: G( neral reglsler orgammhoh stnck orgamzatlon lnslruclron forrm*s
Data transfer and manipulation, program comrol RISC CISC characteristics.

}

P,rpehne and Vecttor processmg Prpehne étruClur‘e, Speedup, efﬁcréncy, throughput and
boulenecks Amhmetrc prperine and Insttuction ;Srpelme

(Eomduter Anthmeuc Adder Ripple carty Adder, chrry look Ahead Addcr Mulu])heatmn Add
and Shift, Array mulliplier and Booth Multiplier, Division: | restoririg and {Non- -réstoring

Techdrques Floating ' Point Arithmetic: Floatmg pdmt repreScmatlon, Add,  Subtract,
Multlphcatlon Division. :

Memory Orgumzatron RAM, ROM MemOry Iherarchy, Orgamzauon Assocxhtrve memory,
Gluche memory, and Vn‘tual memory Pagmg and Ségméntatron.

hpmaKOutput Orgamzauon. Ihput-Output lnterface, Modes of Transfer, Priority Interrupt, DMA,
I l‘ prodc':ssor ; :

i
L

Y

TEXT / REFERENCE BODKS -

i (’Somphter Orgamzatlon and Arclmecture erlram Stallmgs (Pcarson Education Asia)
2 d‘:omputer Organization | o"d Architecture -John'P. Hnyes (McGraw ~I-lll|) !
3. Computer Organization -*". Carl, Hamacher (McGraw Hill) ,

/ﬁév ¥
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Admission Year (AY) 20!5-16 2016-17 2017-18 2018-19

Scheme Code (SC) 2015CSE 2016CSE 2017CSE 2017CSE
Scheme Code - 2015CSE

| 43 t
abic 3
g

|

' SGSUOSEmbeQ 'ed SyStem
I s A R f;_
G

e .
R TR e T

Maxmmm Marks(50+100)

', 'f’?::. bA o !
Objective:: The objectwe 0 llhs eourée is to prbvlde a thcoreucal & practlcal mtroducuon to
embedded comphtmg, Prdce ss()rs, Platl‘orms and tlxelr synthems.

Syllabus

Embedded Compulmg Requlrements Charactenslws and dp
Components of Embedded Systends;
Formalism ior system design. -

pllcallons of embedded Systems;
challenges in Embedded System Design and de51gn process;

.ol Embedded t’rocessors. RISC VS CISC al‘chltect reS' ARM prodessox plocessor arclutecturc
and melnor orgamzatmh, mstructnon sel dnta od rhtxons!. aﬁd ﬂow con(rol‘ SHARC pt‘occssox
memory: orgamzahon, data; bperﬂtlons ‘and ﬂow ;,6 I parallehsm w1lhm mstructlons, Ihput

and output’ devices, supe.vlsor mode exc‘.ephorl and 'Atrdps‘ Memory system, plpelmmg and

superscalar executlon

Embedded Computing Platlorm CPU Bus - Bus prolocols, DMA, system bus configurations,

ARM bUS, Timers and coumers A/D and D/A conVcrters, Keyboatds, LEDs, dlsplays and touch
screens, Deslgu examples i o

Fmbedded Soﬂware AnaI)S1s and Demgu Soﬁware de51gn pattern for Embedded Systcms
Model programs - dala‘ f‘ow gréphs and control/data flow graphs, ‘Assembly and lmkmg,

Compllatxon techmques, Aixalys:s and optnmzdtlbn of e:lecutlon time, energy, power and
program size.

1

s l:mbedded System Acce]erators Pro<:es501 acceleralors, dceelerated syslem desxgn A
; Recommended Book:

1 Computer as Componem‘s by Wayne Wolf publlshed by Elsevner Inc g

2 ARM System DevelopEr s Gulde by Andrew S Loss publlshed by Elsevier Inc
3 tmbedded System Des:gn by Steve Heath published by Elsevuer Inc

4. Lmbedded System desxgn A unified hardlvare/software Intxoductxon by Frank '\'alnd & Tony
.GWagl published by John \l lley & Sons Inc.

I
'

L\/Dv'bcff
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Admission Year (AY) 2015-16 2016-17 2017-18 2018-19
Scheme Code (SC) 2015CSE 2016CSE 2017CSE 2017CSE
Schcmc Code 2013CSE

v

\
115
E

theory and Codim.,

~ ‘;SZCSU 06 1 Information

| L A bt Maxlmum Marks(50+100)

ik |
Objective : The objechve of this cohrse is to 1}0v1de knowledge about thé propemes
of codes and their ﬁtnes§ for a specnﬁc a lucatlon that nught be useful for the
purpose of de51gnmg eff clent and, rehable data tran51mssmn methods

-Syllabus:

b

Introductxon to mformatlon theory Uncex’camty, Infonnatlon and Entropy,
~ Information measures for continuous random variables, source coding theorem.
& Dlscrete Memory less channels, Mutual mfoﬂmhan, Coﬂdltlonal entropy.

Souxcc ‘coding schemes for data compactlom Preﬁx code, Huffman code, Shanon-

Fane code & Hempel-ulv codmg chiannel capacity. Chanhel coding theorem.
Shannon limit. 5
Linear Block Code: Introductlon to errot connecting codes, codmg & decodmg of

linear block code, minitmum distance consideration; conversion of non systematxc
form of matrices into systematlc form.

Cychc Code: Code Algebra, Basic pxopemes of Galoxs ﬁclds (GI‘) polynomxal
operatlons over Galois . elds, generating . cyclic ‘code by genelatmg polynomlal
parity check polynonual Encoder & decoder for cychc codes. - !
(~ -. Convolutional Code: Cc tvolutional encoders of different rates. Code. Iree Trllis
‘ and state diagram. Maximum likelihood dccodmg of convolutlonal ccde The
viterbi Algorithm fee dlszance of a convoluuonal code

o o ‘ i : | :
Te:it/Refel ences Book :

: 1 ngltal Commumcatlon, Simon Haykm
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- 2018-19
ission Year (AY 2015-16 2016-17 2017-i8
[S\cdhn;llriiig;)dcc?Sé) . 2015CSE | 2016CSE 2017CSE 2017CSE

Scheme Code - 2015CSE

|
{,

'- ! 57.‘U062Humnnq'o
. 5 | L

Objectlve The objectiVe bf thns course is to g:vl: dh. nﬂroduetnon to the key arcas, upproaches and
dcvelopmhrkts ih the ﬁeld Tl*f- hiam objdctwe is to c{ studeﬁt 1o: thmk constructwely and analytically v
about How Lo design and eVai| Jaté mlet‘aclnrc:teclino ogies! Basncally, the course will intr roctce them to

key ¢ areas, t éoretlcal framewo rks, appfba hes tmd ma;of;,déVeIOpments in HCL.

SyllabuSP o f %41 j : "

The Human: input-output qhannéls. Iluman mel‘nol'y. thmkmg, cmohons, mdmdual differences,
psychology and the design of hteractwe systems The Computer‘ Text entry devices with focus on
the desngn of key.- boards po: moning, pointmg and drawmg, dlSplay devices. The lnteractxon. Models

of interaction, ergOnOmncs, therﬁctloh ‘styles, elements of WIMP ifiterfaces, irtleractivity, experience,
cngagcmeht and fun. Paradngms for lnteraclxon. ‘ -

ﬁhter Interface

Maxxmum Marks(50+100)

S T 3, -_

. ' ‘Des1gn Proaéss Thc process © f'deﬁgﬁ dsér foeus scenarnos, na\ngutmn chngn screcn dcs:gu and layout,

|terauon&prdtolypmg Usability txigmeermg Demgn rules Prlﬁcnples to support usability, standards,
guidelines, - rules and heuﬂstlds, HCE pattems. it f I e i

|
evaluatlon through expert analysxs and user
réqdlrcment approaches adapuve help |

¥ |
Evaluation Techmqucs Deﬁnmon and goals of evaluation,
participation, choosing an evaltmtmn method User SUpport.
systems, des:gnmg User support s}'SLEms

Cogmtlve methods: Goals anulask hlerarchles imgulslic modc!s, challenges of display based systerns,
phyolcal and device models ¢ )gmtwe archltectures '

.Commumcﬂtlons and collatorations modcls Facé to Face coxnmumcauon, convcrsahons Tcx@
based cotfimuinication, group vorkmg Task Analysis: Differences between task analysis and other |
techiniques, task dccotnposmc 0, kno(vledge based analys:s, ER based analysis, - sources of
‘inforiatior énd data collcctlc f Use o{‘ task drial) ysxs ;

. , Text/References
( N,

o H L 3]

fl. Human Computer Inlc‘raétic?n; Alan Dix et.dl, 3rd ed., Pearson’
3 . i e

e
e

e
T
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Admission Year (AY) 2015-16 2016-17 2017-18 2018-19

Scheme Code (SC) 2015CSE | 2016CSE 2017CSE 2017CSE

Scheme Code - 2015CSE

SCSUOG.S.S;()'ftW,m"e Testing and Project Management

' Maximum Maiks{50+100)

Objective:

To introduce software projept‘}nanagemcnt and to describe its distinctive characteristics

| 13 . .

; * To discuss project plarining and the planning process

' To show how graphical schedule representations are used by project management
Testing is a process of exccuting a program with the intent of finding an error.

A-good test case is on¢ that has a high probability of finding an as yet undlscovered error.
A successful test is one that uncovers an as yet undiscovered error.

Syllabus:

Methods of verification, validation, level of validation, principle of testing, static testing,
structural testing, Regtression Testing ,Integration Testing, Scenario testing, Defect bash.
Internationalization testing, iocalization testing, ad-hoc testing-overview, buddy testing, pair

testing, iterative testing agile and extreme testing, Usability and Accessibility Testing. Test
Planning, Test Management, Test reporting, Test Project matrices

The management spectrum, 4Ps, W.SHHprinciple, critical practices, Metrics in the process and
project Domains, sofiware i easurements, metrics for software quality

3 ‘
Software project objective. 'Softwate scope, resources, software project estimation,
Decomposition techniques, ¢mpirical estimation models, cstimation for Agile development
and web engineering projects, the make/buy decision.

Project Scheduling, Relationship between people and effort, defining a task set and task
network, scheduling, earned value analysis

Project Execution and Closurz: The Review Process, Planning, Group Review Meeting, Rework

*- and Follow-up, Guidelines for Reviews in Projects, Data Collection, Analysis and Comml
Guidelines, NAH Syndrome.

<ra |

Project Monitoring and Control: Project Tracking, Activities Tracking, Defect Trackmg, Issues’

Tracking, Status Reports, Milestone Analysis, Actual Versus Estimated Analysns of Effort and
Schedule, Monitoring Qualxt), Rlsk Related Monitoring.

‘mk ‘().j/

Gt
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Admission Year (AY) 2015-16 2016-17 2017-18 2018-19
Scheme Code (SC) 2015CSE 2016CSE 2017CSE 2017CSE
Scheme Code - 2015CSE
i
Text Books/References::

k]

(

I. Software EngmeeringiBy Roger S. Pressman, TMH

2. Software EngmeerlngiFundamcntal By Ali Behforooz, Frcdcnck J Hudson, Oxl‘ord
University Press ;

Software Engmeermg‘;By lan Sommerville
4. Software Engmecrmg‘Concepts By Richard E. F airley (Mcgraw-Hill )

k

el

% Ww@c@/
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Admission Year (AY)

20i5-16

2016-17

2017-18

2018-19

Scheme Code (SC)

2015CSE

2016CSE

2017CSE

2017CSE

Scheme Code - 2015CSE

- using SQL.

~ Suggested Tool:

SCSU07 Database Management Lab
Maximum Marks(50+25)

Objectives: At the end of the semester, the students should have clearly understood

and
implemented the folllowing: :

1. Stating a database design & application problem.
2. Preparing ER diagram '

3. Finding the data fields ‘tb be used in the database.
4. Selecting fields for keys.

5. Normalizing the database including analysis of functional dependencies.

6. Installing and configuring the database server and the front end tools.

7. Designing database and writing applications for manipulation of data for a standalone and

shared data base including concepts like concurrency control, transact

ion roll back, logging,
report generation etc.

[ )
'

8. Get acquainted with SQL. In order to achieve the above objectives, it is expected that each

students will chose one proBlem The implementation shall being with the statement of the

objectives to be achieved, preparing"ER diagram, “design'ing of database, normalization and

- finally manipulaﬁon of the database including generation of reports, views etc. The problem may

first be implemented for a standalone system to be used by a single user. All the above_steps may
then be followed for development of a database application to be used by multiple users in a
client server environment with access control. The application shall NOT use web techniques.

: :
One exercise may be assignec on creation of table, manipulation of data and report gencration

For standalone environment, Visual FoxPro or any similar database having both the database and

ik 7 ! ‘
manipulation language may be used. For multi-user application, MYSql is suggested. However,
any other database may also be used. ' o ‘

For front end, VB.Net, Java, VB Script or any othe

r convenient but currently used by industry
méy be chosen. Indicative List of exercise: | -

L. Student information system for your college.
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Admission Year (AY) 2015-16_|_ 2016-17 2017-18 2018-19
Scheme Code (SC) 2015CSE | 2016CSE 2017CSE 2017CSE

Scheme Code - 2015CSE 20
-‘;'; s 48 '
2. Studeht grievance r_egi%tration and hﬁm@&;&_sﬁkm.
3. A video library managg‘;‘lment system for a shop.
4. Inventory managemen%:syslem for a hardware/ sanitary item shop.
5. Inventory managemenitjlsyslem for your college. E
6.

Guarantee management system for the équipmen’ts in your college.
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Admission Year (AY) 2015-16 2016-17 2017-18 2018-19

Scheme Code (SC) 2015CSE | 2016CSE 2017CSE 2017CSE

-~ class. Exception handling ﬂmdamen(als, Exception types,

Scheme Code - 2015CSE

SCSU08 Java P'.ro.grammil‘ig Lab
Maximum Marks(50+25)

Objectlves At the end of the semester, the students should have clearly understood and
implemented thc following:

I. Develop an m depth uhderstahding of programting in Java: data types, variables, operators,
operator preccdencc Decision and .control statements, arrays,

Statements, Jump Statements, Using break, Usm g continue, return.

2. Write Object Oriented programs in Java: Objecls,

switch statement, Iteration

Classcs constructors, returning and passing

objects as parameter, Inheritance, Access Control, Using super, final with icheritance

Overloading and overriding methods, Abstract classes, Extended classes
3. Develop understanding to developing packages & Interfaces in Javu P

ackage, concept of
CLASSPATH, access modifiers,

importing package, Defining and implementing interfaces.
4. Develop understanding to developing Strings and exception handling: String constructors,

special string operations, character extraction, searching and comparing strings, string Buffer

uncaught exceptions, try, catch and
multiple catch statements. Usage of lhrow throws and finally.

5. Develop apphcanons involvi ing ﬁle handling: I/O streams, File 1/0.

6. Develop appllcauons l,molvmg concurrency: Proccsses and Threuds Thread Objects,
Defining and Starlmg a 'Imead Pausmg Execution wxlh Sleep,

lnlexrupls, Juins, and -
Synchromzduon

7. Develop applications mvolvmg Applet: Applet I'undamenlals using pamt method and
drawing polygons.

It is expected that each laborarory assignments to given to the students w:lh an aim to in order to
achiave the above ob_]cctwes

Indicative Llst of exercises: '~
I

i
constructors, control &
iteration statements, recursion etc. such as complex anlhmctlc matrix

of Hanoi problem etc. .

Vo

(RPN ) a 7 o

Programs to demonstrate basic concepts e.g. opcrntors, clusses,

rithmetic, tower
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Admission Year (AY) 2015-16 2016-17 2017-18 2018-19
Scheme Code (SC) 2015CSE 2016CSE 2017CSE 2017CSE
Scheme Code - 2015CSE

R
‘ams/projects to demonstrate coneepts like inheritance, exception

2. Development of progt

handling, packages, interfaces etc. such as applicutioh for electricity department, library

management, ticket reservation system, payroll system etc.

Development of a prbject lo demonstrate various file handling concepts.

Development of a project to demonstrate various applet concepts.
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Aamission Year (AY) 2015-16
Scheme Code (SC)

Scheme Code - 2015CSE

2016-17 2017-18

2018-19
2015CSE | 2016CSE 2017CSE 2017CSE

5CSU09 Embedded System Lab

Maximum Marks (50+25)

Objectives:

Upon successful completion of the course, students will be able to design simple embedded
systems and develop related software. Students also learn to work in a team environment and
communicate the results as written reports and oral presentations.

Suggested Microcontroller Platform: Texas Instruments MSP430, ARM 9, 68HC12, 8051.

It is assumed that there are 14 weeks in the semester and about 5 to 6 experimentsavill be carried
oul. More experiments are provided to bring in variation.

f Experiment #0

Get familiar with the microcontroller kit and the development software. Try the sample programs
that are supplied to get familiar with the Microcontroller.

Experiment #1

a) Blink an LED which s .connected to your microcontroller USmg the built-in timer in the
microcontroller. Assume that the LED should be on for x milliseconds and off for y
milliseconds; assume that these values are stored in memory locations X and Y. We should be
able to change the value of x and y and rerun the program.

b) Consider an alternatc way to program this application. Here, the microcontroller turns the
LED on and waits in a busy Ioop to implement a delay of x milliseconds. Then it turns the LED

off and waits in a busy loop ti implement a delay of y milliseconds. How do you compare these
two solutions? F o !

Experiment #2

Assume that in Experiment i#1, the values of x and y have been chosen to be 200 and 500
.., respectively. When the LED blinking program runs, pressing a key on the keyboard should
¢ gefierate an interrupt to the microcontroller. If the key that has been pressed is a numeric key,

the valuc of x and y must be interchanged by the interrupt service routine. If the key that has

been pressed is not a numeric key, then the LED must be turned off for 2 seconds before

resuming the blinking. ,

Experiment #3 ‘ ‘ :

If your microcontroller kit has an LCD mlerface write a program to display a charat,ter string on

the LCD. Assume that the string is stored at a location STRING and consists of &lpnanumcnc

characters. The string is nulltermmaled Modhy your program to scroll the displaye
left to right.

Brriiein” < ﬁ/
G c\)% N\ / s

d string from
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| Admission Year (AY) | 2015-16 2016-17 |
{_Scheme Code (SC) 2015CSE

Seheme Code - 2015CSE

2017-18 2018-19
2016CSE | 2017CSE 2017CSE

@2/

[

Modern microcontrollers usgiallyz have an in-built Digital-lo-Analog and Analogto- Digital
converter. Use the built-in DAC to generate voltage waveforms such as (a) pulse train (b)
triangular waveform (c) sinusoidal waveform. Observe these waveforms on an oscilloscope.

Experiment #5

Your microcontroller may thave a built-in' temperature sensor. If not, interface an external
temperature sensor to the microcontroller. Write a program to take several measurements of

temperature at regular intervals and display the average temperature on the LCD display. Test if
the readings change when the ambient temperature changes. :

i Experinent #6 i 4 .
‘ Your microcontroller may have a built-in ADC. Build a voitmeter that can measure stable

, voltages in a certain range. The measured value must be displayed on the LCD display. Measure

the same voltage using a multimeter and record the error in measurement. Tabulate tne error for
: several values of the voltage,

Experiment #7

Build a simple security device based on the microcontroller kit. Interface an external motion
sensor (o the microcontroller. An alarm must be generated if motion is sensed in a specified
region. There must be a provision to record the time at which the intrusion was detected.
Similarly, there must be a provision to turn the alarm off by pressing a key.

]

Experiment #8 L F T
A voltage waveform v(t) is available as an input to the microcontroller. We must continuously

check the waveform and rcsl?rd the maximum value of the waveform and display the maximum

est the program by using a DC supply to generate v(t) and varying

value on the LCD display.
the DC value.

Y
¥
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Admission Year (AY) 2015-16 . 2016-17 2017-18 2018-19
Scheme Code (SC) 2015CSE 2016CSE 2017CSE 2017CSE
Schemc C odc 2015CSE ' '

19,

5CSU10 CASE Lab

Maximum Marks(50+25)

Objectives:

13

The students shall be able to use following mﬁdules of UML for system description,
implementation and finally for product development

- Capture a business process r mdel

- The User Interaction or Use L,ase Model - describes the boundary and interaction between the
system and users. Corresponds: in some respects to a requirements model.

- The Interaction or Communication Model - describes how objects in the system will interact
with each other to get work doqe '

- The State or Dynamic Model State charts describe the states or conditions that classes assume
over time. Activity graphs describe the workflows the system will implement.

- The Logical or Class\Modei - describes the classes and objects that will make up the system.

- The Physical Component Model - describes the soﬁware (and sometimes hardware
components) that make up the system.”

- The Physical Deployment Model - describes the physical architecture and the deployment of
components on that hardware architecture.

The students are expected to use the UML models, prepare necessary documents using UML
and implement a system. Soim¢ hardware products like digital clock, digital camera, washing

machine controller, air conditioner controller, an elctronic fan regulator, an elementary mobile
phone etc. may also be chosen

The students shall be assigned one problem on software based systems and another involving

software as well as hardware //
; ~ 234 ,
NA/ W]W’" -
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Semester VI
Branch CSE
Admission Year 2015-16
Academic Year 2017-18
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Adnuiss. ‘:'cz’lr (AY) 2015-16 2016-17 - 2017-18 2018-19
Scheme Code (SC) 20i5CSE. |  2016CSE 2017CSE 2017CSE
Scheme Code - 2015CSE

6CSU01 Computer Graphics

MAX_MARKS(50+100)
Objectives:

This course provides an introduction to the principles of computer graphics. In particular, the
course will consider methods for modeling 3-dimensional objects and efficiently generating
photorealistic renderings on color raster graphics devices. The emphasis of the course will be
placed on understanding how the various elements that underlie computer graphics (algebra,

geometry, algorithms and data structures, optics, and photometry) interact in the design of
graphics software systems

Syllabus:

Introduction to Raster scan displays, Storage tube displays, refreshing, flicking, interlacing, color
monitors, display processors, resolution, Introduction to Interactive. Computer Graphics: Picture
analysis, Overview of programmer’s model of interactive graphics, Fundamental problems in
geometry. Scan Conversion: point, line, circle, ellipse polygon, Aliasing, and introduction to
Anti Aliasing (No anti aliasing algorithm).

2D & 3D Co-ordinate system: Homogeneous Co-ordinates, Translation, Rotation, Scaling,
Reflection, Inverse transformation, Composite transformation. Polygon Representation, Flood

Filling, Boundary filling. Point Clipping, Cohen-Sutherland Line Clipping Algorithm, Polygon
Clipping algorithms.

Hidden Lines & Surfaces: Image and Object space, Depth Buffer Methods, Hidden Facets
removal, Scan line algorithm, Area based algorithms. Curves and Splines: Parametric and Non
parametric Representations, Bezier curve, BSpline Curves.

Rendering: Basic illumination model, diffuse reflection, specular reflection, phong shading,
Gourand shading, ray tracing, color models like RGB, YIQ, CMY, HSV

.

TEXT BOOKS:

1. J. Foley, A. Van Dam, S. Feiner, J. Hughes: Computer Graphics- Principles and Practice,
Pearson

2. Hearn and Baker: Computer Graphics, PHI |

W

il

@VWM%
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Admission Year (AY) 2015-16 2016-17 |

2017-18 2018-19

Scheme Code (SC) 2015CSE | 2016CSE

2017CSE 2017CSE

Scheme Code - 2015CSE

6CSU02 Information security system

MAX_MARKS(50+100)

Objectives:

1. To provide an understanding of principal concepts, major issues, technologies and basic
approaches in information security. :

2. Develop an understanding of information assurance as practiced in computer operating
systems, distributed systems, networks and representative applications.

3. Gain familiarity with prevalent network and distributed system attacks, defenses against
them and forensics to investigate the aftermath

4. Develop a basic understanding of cryptography, how it has evolved and some key
encryption techniques used today.

5. Develop an understanding of security policies (such as authentication, integrity and

confidentiality), as well as protocols to implement such policies in the form of message
exchanges. i

Syllabus:

Introduction to sccurity attacks, scivices and mechanism, classical encryption techniques-
substitution ciphers and transposition ciphers, cryptanalysis, stream and block ciphers. Modern
Block Ciphers: Block ciphers principals, Shannon’s theory of confusion and diffusion, fiestal
structure, data encryption standard(DES), differential and lincar cryptanalysis of DES, block
cipher modes of operations, triple DES.

AES, RC6, random number generation.'S-box theory: Boolean Function, S-box design criteria,
Bent functions, Propagation and nonlinearity, construction of balanced functions, S-box design.

Public Key Cryptosystems: Principles of Public Key Cryptosystems, RSA Algorithm, security
analysis of RSA, Exponentiation in Modular Arithmetic. Key Management in Public Key
Cryptosystems: Distribution of Public' Keys, Distribution of Secret keys using Public Key
Cryptosystems. X.509 Discrete Logarithms, Diffie-Hellman Key Exchange.

Message Authentication and Hash Function: Authentication requirements, authentication
functions, message authentication code, hash functions, birthday attacks, security of hash
functions and MAC, MD5 message digest algorithm, Secure hash algorithm(SHA). Digital
Signatures: Digital Signatures, authentication protocols, digital signature standards (DSS), proof
of digital signature algorithm. Remote user Authentication using symmetric and Asymmetric
Authentication

Pretty Good Privacy. IP Security: Overview, IP Security Architecture, Authentication Header,
Encapsulation Security Payload in Transport and Tunncl mode with multiple sccurity
associations (Key Management not Included). Strong Password Protocols: Lamport’s Hash,

Encrypted Key Exchange.
U @?/ ) b |

N

1\

\
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Admission Year (AY) 2015-16 2016-17 |
- 2017-18 2018-19
Scheme Code (SC) 2015CSE 2016CSE 2017CSE 2017CSE
Scheme Code - 2015CSE
TEXT BOOKS

1. Stalling Williams: Cryptography and Network Security: Principles and Practices, 4th Edition,
Pecarson Education, 2006.

2. Kaufman Charlie et.al; Network Security: Private Communication in a Public World, 2nd

E&, HI/Pearson, , . Qo M ,le
3. bk Ralute ‘C_rybhg/ﬁﬂl@'&’;»ﬁrbf&imﬁ& 71T H’&l
REFERENCE BOOKS ’

1. Pieprzyk Josef and et.al; Fundamentals of Computer Security, Springer-Verlag, 2008.
2. Trappe & Washington, Introduction to Cryptography, 2nd Ed. Pearson.

~—
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Scheme Code (SC)

.Scheme Code - 2015CSE

2015-!6. 2016-17
- 2017-18
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-
N

6CSU03 COMPILER CONSTRUCTION

MAX_MARKS(50+100)

Objectives:

The aim of this module is to show how to apply the theory of language translation introduced in
the prerequisite courses 10 build compilers and interpreters. It covers the building of translators
both from scratch and using compiler generators. In the process, the module also identifies and
explores the main issues of the design of translators. The construction of a compiler/interpreter

for a small language is a necessary component of this module, so students can obtain the
necessary skills

Syllabus:

Compiler, Translator, Interpreter definition, Phase of compiler introduction to one pass &
Multipass compilers, Bootstrapping, Review of Finite automata lexical analyzer, Input,
buffering, Recognition of tokens, Idea about LEX: A lexical analyzer generator, Error handling.

Review of CFG Ambiguity of grammars, Introduction to parsing. Bottom up parsing Top down
parsing techniques, Shift reduce parsing, Operator precedence parsing, Recursive descent parsing
predictive parsers. LL grammars & passers error handling of LL parser. LR parsers, Construction
of SLR, Conical LR & LALR parsing tables, parsing with ambiguous grammar. Introduction of
automatic parser generator: Y ACC error handling in LR parsers.

Syntax directed definitions; Constructioni of syntax trees, L-attributed definitions, Top down
{ranslation. Specification of a type checker, Intermediate code forms using postfix notation and
three address code, Representing TAC using triples and quadruples, Translation of assignment
statement. Boolean e xpression and control structures.

Storage organization, Storage allocation, Strategies, Activation records, Accessing local and non

local names in a block structured language, Parameters passing, Symbol table organization, Data
structures used in symbol tables. '

Definition of basic block control flow graphs, DAG representation of basic block, Advantages of
DAG, Sources of optimization, Loop optimization, Idea about global data flow ‘analysis, Loop
invariant computation, Peephole optimization, Issues in design of code generator, A simple code
generator, Code generation from DAG. :

TEXT BOOKS

1. Aho, Ullman and Sethi: Compilers, Addison Wesley. &

2. Holub, Compiler Design in C, PHI W ;
LA
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6CSU04 DATA MINING AND WAREHOUSE

MAX_MARKS(50+100)

Objectives:

1. To introduce the basic concepts of Data Warehouse and Data Mining techniques.
2. Examine the types of the data to be mined and apply preprocessing methods on raw data.

3. Discover interesting patterns, analyze supervised and unsupervised models and estimate the
accuracy of the algorithms.

Syllabus:

Overview, Motivation(for Data Mining),Data Mining-Definition & Functionalities, Data
Processing, Form of Data Preprocessing, Data Cleaning: Missing Values, Noisy Data, (Binning,
Clustering, Regression, Computer and Human inspection), Inconsistent Data, Data Integration
and Transformation. Data Reduction:-Data Cube Aggregation, Dimensionality reduction, Data

Compression, Numerosity Reduction, Clustering, Discretization and Concept hierarchy
generation.

Concept Description: Definition, Data Generalization, Analytical Characterization, Analysis of
attribute relevance, Mining Class comparisons, Statistical measures in large Databases.
Measuring Central Tendency, Measuring Dispersion of Data, Graph Displays of Basic Statistical -
class Description, Mining Association Rules in Large Databascs, Association rule mining,
mining Single-Dimensional Boolean Association rules from Transactional Databases— Apriori
Algorithm, Mining Multilevel Association rules from Transaction Databases and Mining Multi-
Dimensional Association rules from Relational Databases.

What is Classification & Prediction, Issues regarding Classification and- prediction, Decision
tree, Bayesian Classification, Classification by Back propagation, Multilayer feed-forward
Neural Network, Back propagation Algorithm, Classification methods K-nearest neighbour
classifiers, Genetic Algorithm. Cluster Analysis: Data types in cluster analysis, Categories of

clustering methods, Partitioning methods. Hierarchical Clustering- CURE and Chamelecon.
* -Density Based Methods-DBSCAN, OPTICS. Grid Based Methods- STING, CLIQUE. Model
Based Method —Statistical Approach, Neural Network approach, Outlier Analysis. 9

Data Warchousing: Overview, Definition, Delivery Process, Difference bct»{'cen Database
System and Data Warehouse, Muili Dimensional Data Model, Data Cubes, Stars, Snow Flakes,
Fact Constellations, Concept hierarchy, Process Architecture, 3 Tier Architecture, Data Mining.

Aggregation, Historical information, Query Facility, OLAP function and Tools. bLAP Servers,
ROLAP, MOLAP, HOLAP, Data Mining interface, Security, Backup and Re‘éovery, Tuning

Data Warehouse, Testing Data Warehouse. 1 _
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»

TEXT BOOKS
1. Data Warehousing in the Real World - Anahory and Murray, Pearson Education.
2. Data Mining — Concepts and Techniques — Jiawai Han and Micheline Kamber.

3. Building the Data Warehouse — WH Inmon, Wiley.
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6CSU05 MOBILE COMPUTING N
MAX_MARKS(50+100)

Objective : This course will give you an understanding of mobile computer systems particularly
in the context of wireless network systems such as 2G/3G/4G mobile telephony, data networks,
and other wireless networks and infrastructure. The course emphasises how to interface hardware
to mobile computing devices, and programming those devices..

Syllabus:

Mobile computing: Definitions, adaptability issues (transparency, Environmental Constraints,
application aware adaptation), mechanisms for adaptation and incorporating adaptations.

Mobility management: mobility management, location management principle and techniques,
PCS location management Scheme.

Data dissemination and management: challenges, Data dissemination, bandwidth allocation for
publishing, broadcast disk scheduling, mobile cache maintenance schemes, Mobile Web
Caching. Introduction to mobile middleware.

Middleware for application development: adaptation, Mobile agents. Service Discovery
Middleware: Service Discovery & standardization Methods (universally Unique Identifiers,
Textual Description & using interfaces), unicast Discovery, Multicast Discovery &
advertisement, service catalogs, Garbage Collection, Eventing.

Mobile IP, Mobile TCP, Database systems in mobile environments, World Wide Web and
mobility .

Ad Hoc networks, localization, MAC issues, Routing protocols, global state routing (GSR),
Destination sequenced distance vector routing (DSDV), Dynamic source routing (DSR), Ad Hoc

on demand distance vector routing (AODV), Temporary ordered routing algorithm (TORA),
QoS in Ad Hoc Networks, applications.

TEXT BOOKS:

- .]. Frank Adelstein, Sandeep Gupta, Golden Richard III, Loren Schwiebert, Fundamentals of
Mobile and Pervasive Computing, TMH.

2. Principles of mobile computing Hansmann & Merk., Springer

3. Mobile communications Jochen Schiller , Pearson

REFERENCE BOOKS:

1. 802.11 wireless networks Matthew S.Gast, O’'REILLY. I ,

2. Wireless LANs: Davis & McGuffin, McGraw Hill
3. Mobile Communications Handbook by Jerry D. Gybson

B
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Scheme Code (SC) 2015CSE | 2016CSE 2017CSE -2017CSE
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‘ " 6CSU06.1 ARTIFICIAL INTELLIGENCE ua‘lé

MAX_MARKS(50+100)

Objective: The objective of the course is to present an overview of artificial intelligence (AI)
principles and approaches. Develop a basic understanding of the building blocks ofAl as

presented in terms of intelligent agents: Search, Knowledge representation, inference, logic, and
learning.

Syllabus:

Meaning and definition of artificial intelligence, Various types of production systems,
Characteristics of production systems, Study and comparison of breadth first search and depth
first search. Techniques, other Search.Techniques like hill Climbing, Best first Scarch. A*
algorithm, AO* algorithms etc, and various types of control strategies.

Knowledge Representation, Problems in representing knowledge, knowledge representation
using propositional and predicate logic, comparison of propositional and predicate logic,
Resolution, refutation, deduction, theorem proving, inferencing, monotonic and nonmonotonic
reasoning. '

Probabilistic reasoning, Baye's theorem, semantic networks scripts schemas, frames, conceptual
\ «
dependency and fuzzy logic, forward and backward reasoning.

Game playing techniques like minimax procedure, alpha-beta cut-offs ete, planning, Study of the
block world problem in robotics, Introduction to understanding and natural languages
processing.

Introduction to learning, Various techniques used in learning, introduction to neural networks,
applications of neural networks, common sense, reasoning, some example of expert systems.

TEXT BOOKS:

* 1. Artificial Intelligence: Elaine Rich, Kevin Knight, Mc-Graw Hill.
7. Introduction to Al & Expert System: Dan W. Patterson, PHI

3. Artificial Intelligence by Luger (Pearson Education)

4. Russel & Norvig, Artificial Intelligence: A Modern Approach, Prentice-Hall
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6CSU06.2 BIOINFORMATICES =

MAX_MARKS(50+100)
Objectives:
The objective is to give students an introduction to the basic practical techniques of

bioinformatics. Emphasis will be given to the application of bioinformatics and biological

databases to problem solving in real research problems.

Syllabus:

Major Bioinformatics Resources: NCBI, EBI, ExPaSy.

Pairwise sequence alignments: Sequence similarity, identity, and homology. Global and local
alignment, Dot plots for sequence comparison, Dynamic programming, BLAST and PSI-Blast,
Application of Blast tool, Concept of Scoring matrix (PAM and BLOSUM). _

Multiple sequence alignments: Progressive Alignment Algorithm (ClustalW), Application of
muitiple sequence alignment.

Phylogenetic analysis: Definition and description of phylogenetic trees, a primer on
computational phylogenetic analysis.

Computational gene prediction methods, analysis of codon usage bias, computational prediction

and analysis of regulatory sites.

Schematic representations and structure visualization of proteins structure, Protein DataBank.
REFRENCES:

1. Claverig, J:M. and Notredame C. 2003 Bioinformatics for Dummies. W iley Editor.

2. Letovsky, S.I. 1999 Bioinformatics. Kluwer Academic Publishers.

3. Baldi, P. and Brunak, S. 2001 Bioinformatics: The machine learning approach, The MIT
Press. ' ;

4. Setubal, J. and Meidanis, J. 1996 Introduction to Computational MolecularfBiology. PWS
Publishing Co., Boston. “

5. Lesk, A.M. 2005, 2nd edition, Introduction to Bioinformatics. Oxford Ug’liversily Press.
6. Fogel, G.B. and Corne, D.W., Evolutionary Computation in Bioinformatics.

6. Mount, D.W., Bioinformatics: 2001, Sequence and Genome Analysisl. CSHL Press
Durbin R., Eddy S., Krogh A. and Mithchison G. 2007 Biological Sequence Analysis,
Cambridge University Press. ] ;
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6CSU06.3 FUZZY LOGIC AND APPLICATIONS

MAX_MARKS(50+100)
Objectives:

The objective of this course is to teach the students the need of fuzzy sets, arithmetic operations

on fuzzy sets, fuzzy relations, possibility theory, fuzzy logic, and its applications

Pre-requisites: Basic knowledge of algebra and analysis at the level of undergraduate studies

Syllabus:

Classical sets vs Fuzzy Sets , Need for fuzzy sets , Definition and Mathematical representations ,
Level Sets , Fuzzy functions , Zadeh’s Extension Principle '

Operations on [0,1] — Fuzzy negation, triangular norms, (-conorms, fuzzy implications,
Aggregation Operations, Fuzzy Functional Equations

Fuzzy Binary and n-ary relations — composition of fuzzy relations - Fuzzy Equivalence
Relations -- Fuzzy Compatibility Relations — Fuzzy Relational Equations

Fuzzy Measures — Evidence Theory — Necessity and Belief Measures — Probability Mecasures vs
Possibility Measures

Fuzzy Decision Making - Fuzzy Relational Inference — Compositional Rule of Inference -
Efficiency of Inference - Hierarchical '

Fuzzy If-Then Rule Base — Inference Engine — Takagi-Sugeno Fuzzy Systems - Function
Approximation

References:

1. George J Klir and Bo Yuan, Fuzzy Sets and Fuzzy Logic : Theory and Applications,
Prentice Hall NJ,1995.

2. H.J. Zimmermann, Fuzzy Set Theory and its Applications, Allied Publishers, New Delhi,
1991.

(S

_ Kevin M Passino and Stephen Yurkovich, Fuzzy Control, Addison Wesley Longman,
1998. | | |

4. Michal Baczynski and Balasubramaniam Jayaram, Fuzzy Implications, Springer Verlag,

Heidelberg, 2008.
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6CSU07 Computer graphics & multimedia lab
MAX_MARKS(50+25)

List of Experiment
| Implementation of Line, Circle and ellipse attributes.

2 Two Dimensional transformations - Translation, Rotation, Scaling, Reflection, Shear.
3 Composite 2D Transformations.

4 Cohen Sutherland 2D line clipping and Windowing.

5 Sutherland — Hodgeman Polygon clipping Algorithm.

6 Three dimensional transformations - Translation, Rotation, Scaling.
7 Composite 3D transformations.

8 Drawing three dimensional objects and Scenes.

9 Generating Fractal images.

10 To plot a point (pixel) on the screen.

11 To draw a straight line using DDA Algorithm.

12 Implementation of mid-point circle generating Algorithm. '

13 Implementation of ellipse generating Algorithm.

14 To translate an object with translation parameters in X and Y directions.

15 To scale an object with scaling factors along X and Y directions.

16 To rotate an object with a certain angle about origin.

17 Perform the rotation of an object with certain angle about an arbitrary point.
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6CSUO8 Web Programming lab

MAX_MARKS(50+25)

List of Experiment

1 . Creation of HTML Files.

2. Working with Client Side Scripting : VBScript, JavaScript.

3. Configuration of web servers: Apache Web Server, Internet Information Server (IIS).

4. Working with ActiveX Controls in web documents.

5. Experiments in Java Server Pages: Implementing MVC Architecture using Servlets, Data
Access. Programming (using ADO), Session and Application objects, File System Management
6. Working with other Server Side Scripting: Active Server Pages, Java Servlets, PHP

7. Experiments in Ajax Programming |

8. Developing Web Services

9. Developing any E-commerce application (Mini Project)

10. Application Development in cloud computing Environment

11. Experiment Using Open Source Tool e.g. ANEKA
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Scheme Code - 2015CSE
6CSU09 Compiler Construction lab

MAX_MARKS(50+25)

Objectives:

At the end of the semester, the students should have clearly understood and implemented the
following:

1. Develop an in depth understanding of system programming concept. Lexical analysis, syntax
analysis, semantics analysis, code optimization, code generation. Language specification and
processing.

2. Develop an Understanding of Scanning by using concept of Finite state automaton. Parse tree
and syntax tree, Top down parsing (recursive decent parsing, LL (1) parser) Bottom up parsing
(operator precedence parsing) .Managing symbol table, opcode table, literal table, pool table.

3. Develop an Understanding of Intermediate code form: Three address code, Polish notation
(Postfix strings)

4. Develop an Understanding of Allocation data structure. Heaps.

5. Develop an Understanding about Language processor development tools: LEX, YACC.
Language processing activities (Program generation and execution)

It is expected that cach laboratory assignments to given to the students with an aim to In order to
achieve the above objectives

Indicative List of exercises: ;

1. Write grammar for a fictitious language and create a lexical analyzer for the same.

2. Develop a lexical analyzer to recognize a few patterns in PASCAL and C (ex: identifiers,
constants, comments, operators etc.)

3. Write a program to parse using Brute force technique of Top down parsing

4. Develop on LL (1) parser (Construct parse table also).

5. Develop an operator precedence parser (Construct parse table also)
6. Develop a recursive descent parser

7. Write a program for generating for various intermediate code forms
i) Three address code ii) Polish notation

8. Write a program to simulate Heap storage allocation strategy
9. Generate Lexical analyzer using LEX

10. Generate YACC specification for a few syntactic categories
11. Given any intermediate code form implement code optimization techniques ]
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T W 1

6CSU10 Advance Java lab

MAX_MARKS(50+25)

List of Experiment

1.

- selected color. Initially there is no message shown, |
- Write a java program to credte an abstract class named Shape that contains two integers

Use Eclipse or Netbean platform and acquaint with the various menus. Create a test
project, and a test class and run it. See how you can use auto suggestions, auto fill. Try
code formatter and code refactoring like renaming variables, methods and classes. Try
debug step by step with a small program of about 10 to 15 lines which contains at least
one if else condition and a for loop.

Write a Java program that works as a simple calculator. Use a grid layout to arrange
buttons for the digits and for the + =¥, % operations. Add a text field to display the
result. Handle any possible exceptions like divided by zero. ‘

Develop an applet that displays a simple message.

Develop an applet that receives an integer in one text field, and computes its factorial
Value and returns it in another text field, when the button named “Compute” is clicked.
Write a program that creates a user interface to perform integer divisions. The user enters
two numbers in the textfields, Num1 and Num2. The division of Num1 and Num?2 is
displayed in the Result field when the Divide button is clicked. If Num1 or Num?2 were
not an integer, the program would throw a NumberFormatException. If Num?2 were Zero,
the program would throw an ArithmeticException. Display the exception in a message
dialog box. . :

Write a Java program that implements a multi-thread application that has three threads.
First thread generates random integer every 1 second and if the value is even, second
thread computes the square of the number and prints. If the value is odd, the third
thread will print the value of cube of the number. ;

Write a Java program that connects to a database using JDBC and does add, dfclcte,
modify-and retrieve operations. , | 1

Write a Java program that simulates a traffic light. The program lets the user select one of
three lights: red, yellow, or green with radio buttons. On selecting a button, an 63-69 6
appropriate message with “Stop” or “Ready” or “Go” should appear abovci‘ the buttons in

 and an empty méthod hamed printl}.rca().- Provide three classes named Rectarigle,
' Triangle and Circle such that each pne of the classes extends the class Shabe, Each one of

S |
¥ |
[

§

: the classes contains only themethdprmtArca()that prints the area of .the'!giv en shape.
10. '

]
1

Suppose that a table named Tﬁb‘lcl_é)ﬁg‘}iss.{brcd in atext file. The first line i
header, and the remaitiing lines correspond to rows in the table. The cleme;n_

e file is the
are
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separated by commas. Write a java program to display the table using Labels in Grid
Layout.

11. Write a Java program that handles all mouse events and shows the event name at the
center of the window when a mouse event is fired (Use Adapter classes).

12. Write a Java program that loads names and phone numbers from a text file where the data
is organized as one line per record and each field in a record arc separated by a tab (\t). It
takes a name or phone number as input and prints the corresponding other value from the
hash table (hint: use hash tables).

13. Implement the above program with database instead of a text file.

14. Write a Java program that takes tab separated data (one record per line) from a text file
and inserts them into a database.

15. Write a Java program that prints the meta-data of a given table

|
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7CSU01 CLOUD COMPUTING

MAX_MARKS(SOHOO)

Introduction Cloud Computing: Nutshell of cloud computing, Enabling Teclmolo_gy, Historical

development, Vision, feature Characteristics and components of Cloud Computing, Challenges,

: Risks and Approaches of Migration into Cloug. Ethical Issue in Cloud Computing, Evaluating

' the Cloud's Business Impact and cconomics, Future of the cloud. Networking Support for Cloud
Computing, Ubiquitous Cloud and the Internet of T hings

Y

and distributed Programming paradigms-MapRcduce, Hadoop , High ievel Language for Cloud,
Programming of Google App engine., '

Viptualization chhuology:. Definition, -..Undcrstanding. and Benefits of Virtualization,
Implementat,ion Leve] df:-Virtualization, Virtuqlization Structure/Tools and Mechanisms
Hypervisor VMware, KVM, Xen. Virtualization: of CPU, Memo » /O Devices, Virtual Cluster

and Resources Management, Virtualization of Server , Desktop, Network, and Virtualization of
data-center '

’- Securiﬁg the Cloud : Cloud Information security fundamentals, Cloud security services Design

Cloud Platforms in Industry: Amazon web services | Google AppEngine, Microsoft Azure
Design, Aneka: Cloud Appiication Platform -Integration of Private and Public Clouds Cloud
applications: Protein structure prediction, Data Analysis, Satellite Image Processing, é{TRM and
ERP ,Social networking . Cloud Application- Scientific Application, Business Application.
Adv;anc'e Topic in Cloud Comptxting: Federated CloudﬂntctCloud, Third Party Cloud Scf:‘viccs

W @
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TEXT BOOKS:
I. “ Distributed and Cloud Computing * By Kai Hawang , Geofrey C.Fox, Jack J. Dongarra Pub:
Elservier :

2. Cloud Computing ,Principal and Paradigms, Edited By Rajkumar Buyya, Jemes Broberg, A.
Goscinski, Pub.- Wiley

| 3. Kumar Saurabh, “Clboud Computing” , Wiley Pub
4. Knutz , Vines, “Cloud Security * , Wiley Pub 5. Velte, “Cloud Computing- A Practical
Approach” ,TMH Pub : -
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7CSU02 REAL TIME SYSTEM

MAX_MARKS(50+100)

i Objectives:

' '
To introduce students to the fundamental problems, concepts, and approaches in the design and

analysis of real-time systems. To study issues related to the design and analysis of systems with
real-time constraints. ¢

o vl gk

Syllabus:

Introduction: Definition, Typical Real Time Applications, concept of tasks, types of tasks and
real time systems, block diagram of RTS, and tasks parameters -Release Times, execution time,
period, Deadlines, and Timing Constraints etc. RTS requirements.
Reference Models {or Real Time Systems: processors and Resources, Temporal Parameters of
: Real-Time Workload, Periodic and Aperiodic Task Model, Precedence Constrains and Data
B Dependency, Other Types of Dependencies, Functional Parameters, Resource Parameters. Real
Time Scheduling: classification of Real Time Scheduling, scheduling criteria, performance
) metrics, schedulability analysis, Introduction to Clock Driven scheduling, Weighted Round
( oo Robin Approach and Priority Driven Approach. Dynamic Versus Static systems, Offline Versus
: . Online Scheduling.
Periodic tasks scheduling: Clock Driven Scheduling — definition, notations and assumption,
scheduler concepts, general scheduling structure, cyclic executives. Priority Driven Scheduling;
notations and assumption, fixed priority verses dynamic priority, fixed priority scheduling
algorithms (RM and DM) and their schedulability analysis, concept of schedulability tests —
Inexact and exact sche:dulability tests for RM and DM, Optimality of the RM and DM
algorithms, practical factors.
Aperiodic task scheduling; assumption and approaches, server based and non-server based fixed
priority scheduling algorithms — polling server, deferrable server , simple sporadic server,
priority exchange, exterded priority exchange, slack stealing. Introduction to scheduling of
flexible computations —ilexible applications, imprecise computation model and firm deadline
model.
Resources Access Control: Assumptions on Resources and. their usage, Effect of Resource
Contention and Resource Access Control (RAC), Non-preemptive Critical Sections, priority
inversion problem, need of new resource synchronization primitives/protocols for RTS, Basic
Priority-Inheritance and Priority-Ceiling Protocols, Stack Based Priority-Ceiling Protocol, Use of
ey ' Priority- Ceiling Protocol in Dynamic Priority Systems, Preemption Ceiling Protocol, Access
Fr, * * Control in MultipleUnit Resources, Controlling Concurrent Accesses to Data Objects

TEXT BOOKS » :
1. J.W.S.Liu: Real-Time Systems, Pearson Education Asia

2. P.D.Laurence, K.Mauch: Real-time Microcomputer System Design, An Introduction, McGraw
Hill :
3. C.M. Krisna & K. G. Shim- Real time systems- TMH

i

|
.
|
]
!
i

Ll W

l : ' Loy .

78




jssmeniodiun 1eAr (AY)

[ Scheme Code (SC)
Scheme Code - 2015CSE

3 7CSU03 SOFT COMPUTING Ner?’

MAX_MARKS(50+100)

Objectives: 3
: i
i

At the end of this cour{;e the student should be able to understand how to use Soft Computing

techniques and programming language to design a small intelligent system for a specific
application. Students can learn how td write a high-quality review, conference paper with
theoretical investigation :

i

;
o
)

Syllabus:

Soft Computing: Introduttion, requirement, different tools and techniques, usefulness and applications.
Fuzzy Sets And Fuzzy"'iLogic: Introduction, Fuzzy sets versus crisp sets, operations on fuzzy sets,
Extension principle, Fuzzy relations and relation equations, Fuzzy numbers, Linguistic variables, Fuzzy

logic, Linguistic hedges, Applications, fuzzy controllers, fuzzy pattern recognition, fuzzy image
processing, fuzzy database.

Artificial Neural Netwo'k: Introduction, basic models, Hebb's learning, Adaline, Perceptron, Multilayer
feed forward network, Back propagation, Different issucs regarding convergence of Multilayer

Perceptron, Competitive learning, Self-Organizing Feature Maps, Adaptive Resonance Theory,
Associative Memories, Applications. '

©

selection operations, Hypothesis of building blocks, Schema theorem and convergence of Genelic
Algorithm, Simulated annealing and Stochastic models, Boltzmann Machine, Applications.

Evolutionary and Stochsstic techniques: Genetic Algorithm (GA), different operators of GA, analysis of

Rough Set: Introduction, Imprecise Categories Approximations and Rough Sets, Reduction of
Knowledge, Decision Tables, and Applications.

Hybrid Systens: Neural-Network-Bascd Fuzzy Systems, Fuzzy Logic-Based Neural Networks, Genetic
Algorithm for ‘Neural Network Design and Learning, Fuzzy Logic and Genetic Algorithm for
' Optimization ,Applicatipns.

REFRENCE BOOKS:
1. Fuzzy sets and Fuzzy logic by George Klir, Bo Y uan, PHI

2. Neural Networks, Fuzzy logic and Genetic Algorithms, Synthesis and applications by 8.
Rajsekharan, Vijayalazmi Pai : |

qii , 3. Intelligent Hybrid Systems, D. Ruan, Kluwer Academic Publisher, 1997 b
FRE 4. Neural Fuzzy Systems, Chin-Teng Lin & C. S. George Lee, Prentice Hall PTR.
i - 5. Neural Networks, S. Haykin, Pearson Education,2ed, 2001, i

il | 6. Genetic Algorithms in Search and Optimizéiiﬁ'l1, and Machine Learning, D. E. Goldberg, ,
LD AddisonWesley, 1989

| 7. Learning and Soft Computing, V. Kecman, MIT Press, 2001.

58
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17“"3‘ ‘:]? TR 7CSU04 DIGITAL IMAGE PROCESSING @
[l kg |
i 4 MAX_MARKS(50+100)
i Objectives:
N 2
1
}" ‘ To learn and understand ‘e fundamentals of digital image processing, and various image
{

Transforms, Image Enhancement Techniques, Image restoration Techniques and methods, image
compression and Segmenta‘ion used in digital image processing.

Syllabus:

Introduction to Image Proc:ssing; Digital Image representation, Sampling & Quantization, Steps
in image Processing, Image acquisition, color image representation

Image Transformation & Filtering: Intensity transform functions, histogram processing, Spatial
filtering, Fourier transforms and its properties, frequency domain filters, colour models, Pseudo
colouring, colour transforms, Basics of Wavelet Transforms :

Image Restoration: Image degradation and restoration process, Noise Models, Noise Filters,
degradation function, Inve-se Filtering, Homomorphism Filtering

Image Compression: Couing redundancy, Interpixel redundancy, Psychovisual-rcdundancy.
Huffman Coding, Arithmetic coding, Lossy compression techniques, JPEG Compression

Boundary linking, Houg'; transforms, Region Based Segmentation, Boundary representation.
Boundary Descriptors, Re gional

Image Segmentation & R :presentation: Point, Line and Edge Detection, Thresholding, Edge and

TEXT BOOKS:
Pakhera Malay K: Digita} Image Processing and Pattern Recogination, PHI.

REFRENCE BOOKS: l

1. Gonzalez and Woods: Digital Image Processing ISDN 0-201-600- 781, Addison Wesley 1992.

Boyle and Thomas: Computer Vision - A First Gurse 2nd Edition, ISBN 0-632-028-67X,
. Blackwell Science 1995:

2, Gonzalez and Woods: Digital Image Processing ISDN 0-201-600- 781, Addison Wesley 1992
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Admission Year (AY) 2015-16 2016-17 2017-18 2
- 018-19
Scheme Code (SC) 2015CSE 2016CSE 2017CSE 201 78CSE
Scheme Code - 2015CSE

¥

7CSUOS DISTRIBUTED SYSTEMS

¥ MAX_MARKS(50+100)
Objective : The coursg aims to provide an understanding of tiie principles on which the Internet
and other distributed systems are based; their architecture, algorithms and how they meet the

demands of contemporary distributed applications.

Syllabus: G

Distributed Systems: Features of distributed systems, nodes of a distributed system, Distributed
computation paradigrﬁ&;,‘ Model of distributed systems, Types of Operating systems: Centralized
Operating System, Ne:work Operating Systems, Distributed Operating Systems and Cooperative
Autonomous Systems} design issues in distributed operaling systems. Systems Concepts and
Architectures: Goals,” Transparency, Services, Architecture Models, Distributed Computing -
Environment (DCE). 'f!'hcorctical issues in distributed systems: Notions of time and state, states

and events in a distributed system, time, clocks and event precedence, recording the state of
distributed systems.

Concurrent Processes and Programming: Processes and Threads, Graph Models for Process
Representation,  Client/Server Model, Time Services, Language Mechanisms for
Synchronization, Object Model Resource Servers, Characteristics of Concurrent Programming
Languages (Langudge not included).[1] Inter-process Communication and Coordination:

Message Passing, Reqliest/Reply and Transaction Communication, Name and Directory services,
RPC and RMI case studies. ™

Distributed Process Scheduling: A System Performance Model, Static Process Scheduling with
Communication, Dynamic Load Sharing and Balancing, Distributed Process Implementation.[1]
Distributed File Systems: Transparencies and Characteristics of DFS, DFES Design and
implementation, Transaction Service and Concurrency Control, Data and File Reptication.|[1,2]

Case studies: Sun netv;ork file systems, General Parallel file System and Window's file systems.
Andrew and Coda File Systems [2,3]

Distributed Shared Memory: Non-Uniform Memory Access Architectures, Memory Consistency
Models, Multiprocessir Cache Systems, Distributed Shared Memory, Implementation of DSM
systems.[1] Models of Distributed Computation: Preliminaries, Causality, Distributed Snapshots,
‘ Modeling a Distributed Computation, Failures in a Distributed System, Distributed Mutual
‘1 il u | Exclusion, Election, Distributed Deadlock handling, Distributed termination detection.

i Distributed Agreement: Concept of Faults, failure ahd recovery, Byzantine Fa:ults, Adversaries,
o % ' Byzantine Agreement; Impossibility of Consensus and Randontized Distributed Agreement.[1]
R Replicated Data Management: concepts and issues, Ié)atabase Techniques, Alon&-nic‘l\'lullicast, and

16 Update Propagation.[1] CORBA casc study:?lntr’odu:c'tion, Architecture, CORBA RMI, CORBA

{ '
| i . §
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|_FASULS3IUIL § Gl (AT ) 2013-16 2016-17 2017-18

2018-19
|_Scheme Code (SC) 2015CSE | 2016CSE 2017CSE 2017CSE
Scheme Code - 2015CSE
E ’ ¢ A
o TEXT BOOKS: \ '
// 1. Distributed operating systems and algoritlim analysis by Randy Chow and T. Johnson, Pearson
?,;' 2. Operating Systems A concept based approach by DM Dhamdhere, TMH
o 3. Distributed Systems- concepts and Design, Coulouris G., Dollimore J, and Kindberg T.,
| Pearson
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| Admission Year (AY) 2015-16 2016-17 2017-18 2018-19

Scheme Code (SC) 2015CSE 2016CSE 2017CSE 2017CSE
Scheme Code - 2015CSE

g
7CSU06.1 ROBOTICS

MAX_MARKS(50+100)

i Objective:

At the end of this cdurse the student should be able to understand

The basics ¢ robot

End effectors and robot controis
Robot Transformations and Sensors
Rabot cell design and applications
Micro/Nanc robotic systems

TR e

Syllabus:

INTRODUCTION: Robot anatomy-Definition, law of robotics, History and Terminology of
Robotics-Accuracy and repeatability of Robotics-Simple problems Specifications of Robot-

‘ Speed of Robot-Robot joints and links-Robot classifications-Architecture of robotic "systems-
Robot Drive systen-s Hydraulic, Pneumatic and Eiectric system. }

END EFFECTORS AND ROBOT CONTROLS : Mechanical grippers-Slider crank mechanism,
Screw type, Rofary actuators, cam type-Magnetic grippers-Vacuum grippers-Air operated
grippers-Gripper fc-ce analysis-G;ippcr design-Simple problems-Robot controls-Point to point
control, Continuous path control,’ Intelligent robot-Control system for robot joint-Control
actions-Feedback devices-Encoder, Resolver, LVDT-Motion Interpolations-Adaptive control.

ROBOT TRANSF!'ORMATIONS AND SENSORS: Robot kinematics-Types- 2D, 3D
Transfomxation-Scaﬁng, Rotation, Translation- Homogencous coordinates, multiple
trnnsfon:mation-SimiJh problems. Sensors in robot — Touch sensors-Tactile sensor — Proximity
and range sensors — Robotic vision sensor-Force sensor-Light sensors, Pressure sensors.

- ROBOT CELL DESIGN AND APPLICATIONS : Robot work ceil design and control-Sequence
control, Operator interface, Safety monitoring devices in Robot-Mobile robot working principle,
actuation using MATLAB, NXT Software Introductions-Robot applications: Material handling,

-Machine loading and unloading, assembly, Inspection, Welding, Spray paiﬁting and undersea
robot.

EMICRO/NANO RdBO’IICS SYSTEM : Micro/Nauorobotics system overview-Scaling effect-
' Top down' and bo‘.»(om_' up approach- Actuators of Micro/Nano robotics system-Nanorobot
| communication techniques-Fabrication of micré.w/nano grippers-Wall clinibing micro robot

| working principles-Biomimetic robot-Swarm robot-Nanorobot in targeted drug delivery system.

i
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|_ Admission Year (AY) 2015-i6 | 2016-17 2017-18 2018-19

| Scheme Code (SC) 2015CSE | 2016CSE 2017CSE 2017CSE

Scheme Code - 2015CSE
s
Textbook: & ;

* S.R. Deb, Robotics Technology and flexible automation, Tata McGraw-Hill Education.,
2009

Mikell P Groover& Nicholas G Odrey, Mitchel Weiss, Roger N Nagel, Ashish Dutta

Industrial Robotics, Technology programming and Applications, McGraw Hill, 2012

Richard D. Klafter, Thomas .A, ChriElewski, Michael Negin, Robotics Engineering an

Integrated Approach, Phi Learning., 2009. '

Francis N. Nagy, A;ndrasSicglcr, Engineering foundation of Robotics, Prentice Hall Inc.,
1987. :

?

Reference Books:

* P.A, Janaki Raman, ‘Robotics and Image Processing an Introduction, Tata McGraw Hill

Publishing company Ltd., 1995.

Carl D. Crane and Joseph Duffy, Kinematic Analysis of Robot manipulators, Cambridge
University press, 2008.

Fu. K. S, Gonzalzz. R. C. & Lee C.5.G., “Robotics control, sensing, vision and
g - intelligence”, McGraw Hill Book co, 1987 ,

Craig. J. J. “Introduction to Robotics mechanics and control”, Addison- Wesley, 1999. 9.
Ray Asfahl. C., *Rebots and Manufacturing Automation”, John Wiley & Sons Inc.,1985.

Bharat Bhushan., “Springer Handbook of Nanotechnology”, Springer, 2004. 11. Julian
W. Gardner., “Micro sensor MEMS and Smart Devices”, John Wiley & Sons, 2001

N
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Admission Year (AY) 20i5-16 0T :
Scheme Code (SC) 3015CSE 2016-17 | 2017-18 | -2018-19 —

2016CSE 2017CSE 2017CSE

Scheme Code - 2015CSE

«  7CSU06.2 CYBER SECURITY Nt

MAX_MARKS(50+100)
Objectives:
The objective of this course is to gain a fundamental knowledge of what Cyber Sccurity is and

how it applies to your daily work. Gain a fundamental understanding of what an attack fis, and
H .

how to identify and preven: them from occurring.

Syllabus:

Systems Vulnerability Stanning :Overview of vulnerability scanning, Open Port / Service
Identification, Banner / Ve'i's'ion Check, Traffic Probe, Vulnerability Probe, Vulnerability Examples,
OpenVAS, Metasploit. Networks Vulnerability Scanning - Netcat, Socat, understanding Port and Services
tools - Datapipe, Fpipe, WinRelay, Network Reconnaissance — Nmap, THC-Amap and System tools. -
Network Sniffers and Injection tools — Tepdump and Windump, Wireshark, Ettercap, Hping Kismet

Network Defense tools: Figewalls and Packet Filters: Firewall Basics, Packet Filter Vs Firewall, How a

_Firewall Protects a Network, Packet Characteristic to Filter, Stateless Vs Stateful Firewalls, Network

Address Translation (NAT) and Port Forwarding, the basic of Virtual Private Networks, Linux Firewall,
Windows Firewall, Snort: Introduction Detection System

Web Application Tools: Scanning for web vulnerabilities tools: Nikto, W3af, HTTP utilities - Curl,
OpenSSL and Stunnel, Application Inspection tools — Zed Attack Proxy, Sqlmap. DVWA, Webgoat,
Password Cracking and Bﬁitc-Forcé Tools = John the Ripper, LOhterack, Pwdump, HTC-Hydra
Introduction to Cyber Crime and law: Cyber Crimes, Types of Cybercrime, Hacking, Atlack vectors,
Cyberspace and Crimina! Behavior, Clarification of Terms, Traditional Problems Associated with
Computer Crime, Introduftion to Incident Response, Digital Forensics, Computer Language, Network
Language, Realms of the Cyber world, A Brief History of the Internet, Rccogniiing and Defining
Computer Crime, Contem‘porary Crimes, Computers as Targets, Contaminants and Destruction of Data,
Indian IT ACT 20C0.

Introduction to Cyber: Crime Investigation: Firewalls and Packet 'Fillcrs, passwor(} Cracking,
Keyloggers and Spyware, Virus and Warms, Trojan and backdoors, Steganography, DOS and DDOS
attack, SQL injection, Buffer Overflow, Attack on wireless Networks |

REFERENCE BOOKS:

1. Anti-Hacker Tool Kit (Indian Edition) by Mike Shcma Pubhcahou Mc Graw ; !I-hll
;2. Cyber Secunly Undprstandmg Cyber Crlmcs Computer Forcnsxcs and Le&;al Perspectives by
} " Nina Gpdbole and SumtﬁBelpur‘c; lPub!lcatlop Wlley ‘-

| § o] g( ppa L
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Scheme Code - 2015CSE

7CSU06.3 INTERNET OF TUHINGS

MAX_MARKS(50+1g)
Objectives:

The objective of (i course is to:

- Vision and Introduction to [oT .
+ Understand o7 Market perspective,
. Data and Knowledge Management ang

I
2

3
4, Urzderstagld State of the Ayt — IoT Archi
5. \ i

Syllabus: ':i

M2M o IoT-The Vision—lntroduction, From M2m to IoT, M2Mm towards [07 -the global context,
A use case exampie, Differing Characteristjes, .

M2M to IoT - A Market Perspective~ Introduction, Somc'Deﬁnitions, M2M V aie Chains, loT

V alue Chains, An.emerging industrial Structure for IoT, The intematiqnal driven globaj value
chain and global information monopolies.

M2M toloT -Anp Ar.chi(cctural Overview- Byild:

&n principles angd needed
capabilities, A loT architecture outline, stan

mology Fmidamenta!s- Devices ang gateways, Local and wide area

s in IoT, Every!hing as a Scrvicc(XaaS). M2M
and IoT Analytics, Knowledgc Management

IoT Architecturc-Stz;te of the Art — Inlroduclion, State of the art,

Architecture Reference Model- Introduction, Reference Model ang a:chitec{ure, IoT reference
Model | - ‘

Textbook:

¢ Jan Holler » Viasios T siatsis, Catherine Mul!igan,

David Boyle, “From Machinc-{o-Machine to the
‘ : New Age of Intelligence”, 1 Edition, ]
¥ ! 5

Stefan Avesand, SmmhtisKamouskos,

Internet of Things: Introduction to 5
Academic Press, 2014, i

L

; | |l Reference Books:

* Vijay Madiselt; and ArshdeepBahgy
Edition, VPT, 2014,

; . *  Francis daCos-"a, ‘fI(ctllirxl<ing the Internet Of Things: A Sc
| ! ! |

alabic Approach to
ConneCting E\-‘erytbing”,l“ Edition, A press Publications, 2013. %y

3 ‘ | - : \ ‘ (i
"» i ¢ ' } . ‘ ‘ ‘

{
“Intcrmfzt of Things (A Hands-on-Ap proach)”, 15
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55 ' 2 3017-18 2018-19
Admission Year (AY) _2015-16 ! 2016-17
Scheme Code (SC) 2015CSE | 2016CSE | 2017CSE | 2017CSE

- 7 Scheme Code - 2015CSE | w

g Rk 7CSU07 DIP LAB

Maximum Marks (50+25)

LIST OF LAB EXPERIMENTS:

] 1. Colori lmagc scgmentation, algorithm development

o Wavelet/vedtor quantization compression

Dcformable templates applicd to skin tumor border fi inding
Al Hehcoptcr image enhancement

ngh-spced film image enhancement

Computer vision for skin tumor image evaluation

\IO\MA_&»JR':J

- New Border Images

e - =g - %V "z@w‘w
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Admission Year (AY) 2015-16 2016-17 2017-18 2018-19
Scheme Code (SC) 2015CSE 20i6CSE 2017CSE 2017CSE
Scheme Code - 2015CSE

7CSU08 ANDROID LAB

Maximum Marks (50+25)

ELIST OF LAB EXPERIMENTS:

1. Develop an applicati‘on that uses GUI components, Font and Colors.

2. Develop an application that uses Layoﬁt Managers and event listeners.
3. Develop a native calculator application.
4. Write an application that draws basic graphical primitives on the screen.
5. Develop an applicaticn that makes use of database,

6. Develop an applicaticn that makes use of RSS Feed.

7. Implement an application that implements Muiti threading.
8. Develop a naliv‘c application that uses GPS location information.

9. Implement an application that writes data to the SD card.

10. implcment an application that.creates an alert upon receiving a message.

I'1. Write a mobile application that creates alarm clock. i
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Admission Year (AY) 2015-16 2016-17 2017-18
]&mme Code (SC) 2015CSE 2016CSE 2017CSE
Scheme Code - 201 SCSE

(31 i {

2018-19 f
2017CSE ]

B o R

o . 8CSU0I MACHINE LEARNING

MAX_MARKS(SOHOO)

Objectives: This course q%nls to cover the potential applications of machine learning in practice,

learning different machite learning models, evaluation of machine learning models based on
mathematical analysis.

: Syllabus: £
|
| Introduction: Types of Izarning, application, Supervised learning: Linear Regression Model,

Naive Bayes classifier Decision Tree, K nearest neighbor, Logistic Regression, Support Vector
y Machine, Random forest algorithm,

Unsupervised Learning. Algorithm: Grouping unlabelled items using k-means clustering,
; Hierarchical Clustering, Probabilistic clustering, Association rule mining, Apriori Algorithm, f-p
growth algorithm, Gaussien mixture model.

t ‘
Introduction to S(atisticél Learning Theory: Feature extraction- Principal component analysis,
Singular value decomposition. Feature selection — feature ranking and subset selection, filter,
wrapper and embedded methods, Evaluating Machine Learning algorithms and Model Selection.

Semi Supervised Learning, Reinforcement learning: Markov decision process (MDP), Belliman
equations, policy evaluation using Monte Carlo, Policy iteration and Value iteration, Q-Learning,
State-Action-Reward-State:-Action (SARSA), Model-based Reinforcement Learning.
Recommended system, Cdilaborative filtering, Content-based filtering Artificial neural network,
Perceptron, Multilayer network, fockpropagation, Introduction to Déep learning.

‘
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( Admission Year (A‘Y) “ V _“zgkls_-T(, 2016-17 2017-18

. n Year 5-16_ 2018-19
Scheme Code (8C) | 2015CSE 2016CSE | 2017CSE | 301 7CSE
Schunc(bdc-20[5CSE

Gethieric Writable, Writible collections Tirip el

- Data Types.Creatin(y and Managing Databises

W @ E
% o AR :;A}/ |

i
|

8CSUO2BIG DATA USING HADOOP

| ¢ 5 . . MAX_MARKS(50+100)
: ! 5 :

! . ’ : IV" . , ,n A!<., :.;"l_. . ;..'. e ¢ i
Objectives: The objective of {his coltse is toép‘dmiz?,bpgihéésUlccmlonséﬁgl create competitive
advantage with Big Datd ;t’ihnl,yt_i_ds,_"jjﬂiﬁbdlldé ffﬁ{l&li_‘;‘b’b(}iégbtﬁ".Ij:l::éh1red f?"‘"*!ﬂ?“?!'?&"f"? reduce
programs, derive busiYncs;s benefit' froi uhsttUcldred’ difa, ihpait the architectural concepts of

Hadoop and introducipg map 'redijed Patadigini and {0 infroduce programming tobls PIG & HIVE
in Hadoop ccho system, ; ' .

: Syllnbus:

Introduction to Bi

g bnta: Big dﬁla features and challenges, Problerns with Traditional Large-
Scale System , Sou ;

re¢s of Big Data, 3 V7s of Big Data, Types of Data. . B

Working with Big IData: Google File System.Haqup Distributed File' System " (HDFS) -
Building blocks of Yadoop (Namenode. Data node.Secondary Namenode.Job Tracker, Task
Tracker), Introducing and Configuring Hadoop cluster (Local. Pseudo-distributed mode, Fully
Distributed mode), Configuring XML files, ' i '

4

Writing MapReduf;e I’rogi'nms:
MapReduce Framewbrk (Old and N

A Weathc} Dataset. Understanding Hadoop API for
Mapper code, Reducer code, Record

ew). Basic programs of HadoopMapReduce: ‘Driver code.
Reader, Combiner. Partitioner.
Hadoop /O: The Writable Interface: Writable Comparable aird comparators. Writable Classes:
Writable wrappers for Java primitives, Text.Bytes Wrilable Null Writable, Object Writable and
Getiel itk menting a’Clstorn W‘ri'ta‘iblc‘ﬁ‘1h1'pleme|1til1g a Raw
Comparator for specd, Custoln' compatators, - -~ .. : S 7 i

(e e

'l’ig:Pfacléiap Prog’ramlﬁling Mndé Easier Admiﬁng‘ the P'i.g'Arcljiteéturg, G(jing Wwith the Pig Latin
Application Flow. Working through the ABCs of Pig Latin Evaluating Local dnd Distributed
Modes of Running Pig Scripts; Checking out the Pig Script mtgrfaccs,'_ScripFing. with Pig Latin.
oo ! . J . C e

Applying Structuie to Hadvop Data with Hive:

b3

op 1 vith I Sa.yi"ngvl-lc!l@ to Hive, Sé!:iing' How the Hive is:
Put Tdgether, chihngtaﬂéd with Ap’_ac_he’Hive;Ex_a:mihing' thé Hive Clidqtsé\\ﬂo;king with Hive,

w! the Hive Data:

¥

| “iﬁd.'T‘iblc;S, Seeing }Iic
Mdnipuiation Languige Wotks, Queryig aid Analyzirig Data, ¥
L SR arite Cl By v |

{
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Admission Year (AY) 301516 | 2016-17

2017-18 - 2018-19

Scheme Code (SC) 2015CSE 2016CSE 2017CSE 2 >
Scheme Code - 2015CSE SE 2017CSE
. .
f
¥
| §CSU03.1 COMPUTER VISION
i MAX_MARKS(50+100)

Objective: This course oﬂ'crs an introduction to computer vision concepts, including: image
formation, edge detection, segmentatlon perceptual grouping and object/activity recognition.

Students will be able toapp]y the knowledge eamed to develop real time projects related to the

field. R
: ¥

Syllabus: :

Digital Image Formation and low-level processing:  Overview and State-of-the-art,
Fundamentals of Image Fo;matnon, Transformation: Orthogonal, Euclidean, Affine, Projective,

etc; Fourier Transform, Cofjvoluhon and Filtering, Image Enhancement, Restoration, Histogram
Processing. 3

L

{
Depth estimation and Mulh-camera views: Perspective, Binocular Stereopsis: Camera and

Epipolar Geometry; Homography, Rectification, DLT, RANSAC, 3-D reconstruction

framework; Aulo-cahbrancm
: !.

Feature Ixtraction: Edges Canny, 1,OG, DOG; Line detectors (Hough Transfonn), Corners -
Harris and Hessian Affine, Orientation Histogram, SIFT, HOG, Scale-Space Analysis- Image
Pyramids and Gaussian derjvative filters, Gabor Filters and DWT.

il
Pattern Analysis: Clustering: K-Means, Mixture of Gaussians, Classification: Discriminant

Function, Supervised, Un-supervised, Semi-supervised; Classifiers: Bayes, KKNN, ANN models;
Dimensionality Reduction: PCA LDA, ICA.

Motlon Analysis: Background Sublr'\ctlon and Modeling, Optxcal Flow, KLT, Spaho-Temporal

Analysus, Dynamic Stereo,.Motlon parameter estimation. \
[ {1
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s, Mt T,

[ Admission Year (AY) 2015-16
| Scheme Code (SC) 2015CSE

Scheme Code - 2015CSE
1 | ‘
i

(SR
:g -
z%csuos 2ADVANCE OPERATING SYSTEMS \
; £

{
i

MAX_MARKS(50+100)

_ Objectives This c0urs aims a{ deﬂnm the'»:bakbé' i
of distributed opemtr Z s ste' g Sl.lf & rclgitggr?re bf“?Pck}mmE systcn{s, arChllcclurc

n&“x’ér‘uzalioh Il d
lithitatons, muttial excLusioné i :\h‘ ”dlé' friotel yh ellods o thei
t dck iriotels; Undefstaditig Vario
managémentand Cltalle&nged i ’an opetdﬂng sy&[elh-,drffer}ént load sharifig 4 \ghd loh?lsdj?:nsgjllfoﬁ

al gonthms

Syilabusz i
. . p

Operatmg system J mtroductron and suucture, processes, thrcnds mlcrproccss

conmmunication.cpu séhedulmg Scheduhng algorithm, - nultiprocess diid " tealtime process

schedtulmg, algorrthm evaluatlon Process synchromzatrons sem'tphorcs, cntrchl rcgrons and
monitors , ;

Distributed OS: archrtecture of distributed Systems, issues in'DOS, client-server computing,
message—passmg, rembte procedure call. (RPC), limitations of DS, absence of shared memory
and global clock, lamplort's Logical clocks, vector clocks causal ordering of messages.
Dlstrrbuted mutual t-xclusron and deadlock: mutual exclusion algorithms, token-based and
non-token-based algqgnthms, ‘deadlock models~ ‘and :algorrthms deadlock detection and
preventlon Distribute 1 file systems and sharedfmemor"f rchrtectme of drsmbuted file systems,
desrgn issues, replrcat on aigomhms, cichie colieterice. ; baes g v,

r,—~

rstrrbuhon, bﬂlahbmg and sharing
task mlgrutron sl

R
Failure recovery and fault tolcrance' mtroductron and basrc cbncepls, classrl‘lcatron of failures,
- backward and forwziréi recovery, check pomtmg and recoVery, issues in fault to crance, commit

and oting protocols. 7 * .,‘ ; ; ; |i ar
i, '. Lol b
Real trme 0S: characterrstr(:s of real’trme OS hard velsus soft rcal tnnd‘ ‘syktcms, real-time
commuhrcatrons, real-trme sﬁchedulmg, case study wmddws CE; palm 0S. |
i

I i 5“1 5+«J abkvﬁ ICLDX(\n(h'()‘k -ﬁ'\ bc_\a’n‘n "‘-OI)‘-‘() ‘»"\"i w13 )

|
™

ol

‘Drstpbhted Scheduling m

vl gorrthms, load drstnbutron a load-scheduvler;'

gorrthms,
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Admission Year (AY) 2015-16 | 2016-17 2017-18 2018-19
Scheme Code (SC) 2015CSE 2016CSE 2017CSE 2017CSE
Scheme Code - 2015CSE
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tl1 SUOB‘B WIRELESS SENSOR NETWORKS

‘ MAX_MARKS(50+100)
Objectives: . i
This course aims to covet the basic principles behind a Wircless Sensor Network. It provides a

broad coverage of challefiges and latest issues related to the design and management of WSN
and aspects like protocols and their applications.

55 Syllabus:

Overview of Wireless ‘Sensor Networks: Characteristics, Applications, Design objectives,

challenges. Technological Background - MEMS Technology, Hardware and Software Platforms,

Wireless Sensor Network Standards. Sensor network architectures and protoco!l stack, Current
and future research on W§Ns. v

MAC protocols:Fundam};ntuls, low duty cycle protocols and wakeup concepts, contention based

protocols, Schedule-baseti protocols - SMAC, BMAC,TRAMA, Link Layer protocols.

Sensor Deployment Medhanisms, Issues of coverage, Node discovery protocols, Localization
i schemes, Time Synchronization, Network clustering, Query Models, In-network data
E.f aggregation, Robust routé setup, Coping with energy pdnstraints, QoS Manageent, Security.

Routing protocols: Issues in’ designing a routing protocol, classification of routing,
Requirements, Taxonomy - Data-centric routing — SPIN, Directed Diffusion, Flooding and
gossiping, Energy aware routing, Gradient-based routing — COUGAR, Hierarchical Routing —

LEACH, TEEN,APTEEN, Location. Based Routing, Data aggregation — Various aggregation
techniques, Localization énd positioning. '

¢ 49/,{,‘(,,),@_ {c\ i~ stnplina g O\a\(\v«q"“v€4 Ao 4 vy ’Lol;:ﬂ q,,\o/ %5 (6-/;:./

TS TN, f S

94



Tl i 4> S
ssion Year (AY) 2015-16 | _2016-17 2017-18 2018-19
Qé::::sel?odc (SC) 2015CSE | 20i6CSE | 2017CSE_| 2017CSE ]’
Scheme Code - 2015CSE
[ § \;)
. F \\'ﬂ‘:s':a
i l) L LA
! 8CSU07 MACHINE LEARNING LAB
lg I oo MAX_MARKS(50+25)

Objectives: The object\lve of thls coulg}i

of machinc learning i’ practlce' Imple

is {0 plOVlde knokwledgélabout ldentnfymg applications
solve problems.

entnhg uh npp}s' 'gthachme ledl‘hméﬁlgérlﬂnns lb

Experiment: . L
}

1. Develop progr“lms to implement DataFramc Staustlcal Learning, Fealure extraction &
Feature selectltpn

Exercises to sdlve the real-world problems using ‘the supelwsed machihe: leammg model
Linear Regres onn Model, Naive Bayes classifier Decision Tree, K. ficarcst nelghbor,
Loglshc Regreiésxon » Support Vector Machme Random forest algonthm

Exercises to sc;lve the real-world problems using the Unsupervnscd clustermg methods:

k-means clustelmg, Hierarchical Clustermg, Pl‘UbElblllSllC clustering.
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. Develop appligation involving Market basket analysis using:Apriori, Algorithm and f-p
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i E 3. ‘Develop prog!xj'ams lo implement Rccommendahon Systems.
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8CSU08 BIG DATA USING HADOOP LAB
MAX_MARKS(50+25)

Objectives: This course aims at introducing Java concepts required for developing map reduce
programs, impart the arckitectural concepts of Hadoop and introducing map reduce paradigm
and introduce programmiri;g tools PIG & HIVE in Hadoop echo sysiem.

List of Experiments:

1. Implement the followiné Data structures in Java

i) Linked Lists  if) Stacks iif) Queues iv) Set v) Map
2. Perform setting up and Enstallihg Hadoop in its three operating modes: Stzridalone, Pseudo
distributed, Fully distributed.

3. Implement the followin“g file management tasks in Hadoop:

o Adding files and directories

1

.

» Retrieving files

o Deleting files Hint: A typical Hadoop workflow creates data files (such as log files)
elsewhere and copies them into HDFS using one of the above command line utilities.
4. Run a basic-Word COU:!.;t Map Reduce program to understand Map Reduce Paradigm.
5. Write a Map Reduce p;ograxﬁ that mines weather data. Weather sensors collecting data every
~ hour at many locations agross thel globe gather a large volume of log data, which is a good
candidate for analysis with Mapﬂ;educe, since it is semi structured and record-oriented.

6. Implement Matrix Mu;tiplicati?pn with:Hadoop Map _Rcdv.'l,ce ! P

7 Inst:%ll and Run Pig‘tflcn writ? Pig Latin scripts to sort, group, join, project, qnd filter your
data. | . i : - 1 |

8. Instfall and Run Hiv(g then use Hive: to create, alter, and drop databaseb, tables, views,
functions, andindexes.

'9.Solve some real life bi%g. data problems.
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